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### SYMBOLS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>ANFIS</td>
<td>Adaptive neuro fuzzy interference system</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>API</td>
<td>Application programming interface</td>
</tr>
<tr>
<td>AST</td>
<td>Abstract syntax tree</td>
</tr>
<tr>
<td>ATG</td>
<td>Automatic test generation tool</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional neural network</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>GP</td>
<td>Genetic programming</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical user interface</td>
</tr>
<tr>
<td>IDE</td>
<td>Integrated development environment</td>
</tr>
<tr>
<td>PoC</td>
<td>Proof of Concept</td>
</tr>
<tr>
<td>RPA</td>
<td>Robotic process automation</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent neural network</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>TDD</td>
<td>Test-driven development</td>
</tr>
<tr>
<td>WMAP</td>
<td>Wärtsilä Modular Application Platform</td>
</tr>
<tr>
<td>WTP</td>
<td>Wärtsilä Test Platform</td>
</tr>
</tbody>
</table>
ABSTRACT

Artificial intelligence can be used to automate various tasks, also within software development. The purpose of this thesis was to research what kind of artificially intelligent software development tools and methods are available, and how they could suit a software development team at Wärtsilä. To illustrate this, a recommendation based on available literature was made on how the Wärtsilä team could possibly take intelligent software development tools into use. Based on the findings, a proof of concept regarding software test automation was developed.

First, different types of artificial intelligence were presented, which after a research plan for how to conduct the literature review and the proof of concept was made. To find the most suitable topic for the proof of concept the literature review was first conducted. Focus was set on three areas – artificial intelligence assisted programming, bug handling tools and software testing. Software test automation seemed the most interesting from a Wärtsilä perspective, thus it was selected as the topic for the proof of concept. A prototype of a neural network that analyses C-functions and recommends a unit test based on the similarity to other functions was developed.

Conclusions drawn are that artificial intelligence-based methods in software development has potential, but no tool was found that would directly suit Wärtsilä at this point. Either the tools need to be developed further to suit the field of embedded software development, or Wärtsilä could adapt their way of working for some tool to be taken into usage or develop their own solutions. The proof of concept illustrates how an own solution could be an alternative, if developed further in accordance to the improvement suggestions on how to make it more efficient.
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ABSTRAKT


Slutsatsen av arbetet var att användadet av metoder baserade på artificiell intelligens inom programmering förvisso har potential, men att i detta skede hittades inget verktyg som skulle passa Wärtsilä direktt. Antingen krävs att verktygen utvecklas för att passa industrin, att Wärtsilä anpassar sitt sätt att arbeta eller utvecklar egna intelligenta lösningar. Prototypen som utvecklades illustrerade hur en egenutvecklad lösning kunde vara en möjlighet, om den skulle utvecklas enligt förbättringsförslagen som beskrivs så att den skulle bli mera exakt och effektiv.

NYCKELORD: Artificiell intelligens, programutveckling, automatiserad testning
1 INTRODUCTION

1.1 Motivation

This thesis was written for Wärtsilä’s Automation & Controls department, that develops embedded control systems for Wärtsilä engines. Wärtsilä is an energy sector company, whose engines are produced for power plants and the marine business. Today’s engine technology requires not only an efficient engine, but a complex control system. Wärtsilä’s engine control system is designed to be highly reliable since it is operating in a demanding engine environment. (Wärtsilä 2019.) From a software point of view, it means that the control software is complex and requires a lot of development resources. Automating repetitive tasks and eliminating manual labor could relieve developers of some workload. Therefore, the purpose of this thesis is to investigate software development tools based on artificial intelligence that could assist the developers in the process of developing engine control software. The question to be answered is whether the team at Wärtsilä could use artificial intelligence-based tools to do this.

The reasons for integrating an intelligent tool or method into the software development are many, but the need for alternative solutions to performing repetitive or too large tasks amongst the developers is one. Getting rid of such tasks would allow the developers to focus on the more demanding development work. When short on workforce, it could possibly also increase the efficiency and quality in the development team, if an intelligent bot or software would be able to assist the developer with more manual work, leaving the developer to focus on solving other tasks.

Artificial intelligence has during the recent years become a huge influence in many areas and has reached the point when it sometimes outnumbers human reasoning. Artificial intelligence serves as an “umbrella term” for branches such as machine learning, genetic algorithms and fuzzy logic. Some examples of applications of artificial intelligence are big data analysis, natural language processing and robotics, but it has also been suggested to be implemented within software development. Within the term “automatic
programming”, falls applications such as intelligent compilers, verification methods and debugging. (Nilsson 1980). This thesis investigates the theory behind such applications, evaluates the need for such applications, and the suitability for the Wärtsilä software development team. To illustrate how an intelligent tool could work, a proof of concept is developed for the engine control system development team in the second part of the thesis.

1.2 Thesis overview

In the first section of the thesis, general theory about artificial intelligence and how it can be used within software development is presented. Central terminology and concepts within artificial intelligence are presented shortly. The way of working in the Wärtsilä team is presented and analyzed to identify areas that could benefit from implementation of an intelligent development tool.

The third chapter presents a research plan for investigating the different artificial intelligence-based methods and technologies that can be applied in software development. For the proof of concept development, a software development plan is selected and described.

In the fourth chapter, already existing solutions are presented and investigated with the purpose of deciding what would be the most promising solution. Three main areas are investigated – AI-based programming, bug handling methods and testing. The chapter is concluded with recommendations for how the Wärtsilä software development team could take AI-based solutions into use.

After reviewing the different areas, the most promising one, intelligent testing was selected for further investigation for the proof of concept topic. Chapter five describes the theory behind the proof of concept, which is a neural network that could serve as an automatic unit test generation tool.
Chapter six describes the result of the development and evaluates the outcome. The impact on the development is evaluated as well as the suitability of the prototype. Improvement suggestions are also made, should the work be continued with the proof of concept implementation after this thesis.

The thesis is concluded in the final chapter, with results and observations. The stage of artificial intelligence software development tools for the embedded industry is discussed, as well as the suggestions for how the team should continue with intelligent software development tools.
2 ARTIFICIAL INTELLIGENCE IN SOFTWARE DEVELOPMENT

In this chapter, the use of artificial intelligence in software development, its background and current state is presented. Some artificial intelligence techniques that are central when applying artificial intelligence in software development are presented shortly. The current way of working in the engine control system software development team at Wärtsilä is also described and investigated, with the purpose of mapping the development areas that could benefit from an AI-based solution.

With artificial intelligence, the purpose is to replicate human intelligence, so that a machine or software can act in a way that a human would describe it as intelligent (Jones 2003: 1-2). Artificial intelligence has in the past years grown to be a common component in many areas. It can be found in various fields, such as medicine, the game industry and economics, and of course in computer science. (Kulkarni & Padmanabham 2016.) Therefore, it is natural that it would also be used in software engineering and development. Integrating intelligent assistants for software developers is however not a recent idea. Intelligent assistants for software developers were discussed and proposed already in the early 1970’s, when programming was nowhere nearly as developed as it is today (Winograd 1973). Winograd (1973) presents what he called “obvious examples” of how a programmer could benefit from an artificially intelligent assistant. He suggested that error checking and debugging would become more automated and intelligent, as well as the way of searching for information, and an improved overview of the program so that the programmer would not have to keep everything in mind themselves. Today, his predictions have become true in a sense – we have powerful debuggers and Integrated Development Environments (IDEs) that can suggest how to resolve errors and generate functions with automatic parameter handling.

Automating repetitive tasks is both effective time-wise, but also a good way of securing quality. Human errors can be avoided if a reliable computer is put to work instead, as the computer won’t get bored – and will also sometimes perform the much faster than a human (Xie 2013). A study performed amongst software developers showed that software developers find the need for assistance within three main areas of the software
development (Rech, Ras & Decker 2007). There were multiple reasons for wanting an intelligent assistance tool – the main one was the complex nature of software development. Programming, designing and handling requirements were examples of time consuming and challenging tasks. The first purpose for intelligent assistance tools was to automate simple and repetitive tasks, the second need was for assistance with visualization of the system under development and the third one was related to the interaction between different parties within the development team. (Rech et al. 2007.)

2.1 Artificial intelligence

Different methods of implementing artificial intelligence have different benefits and thereby are more suitable for some applications. There are many branches within artificial intelligence, such as machine learning, data mining, evolutionary computing and fuzzy logic. (Jones 2003; Shi 2011.)

The following subchapters describes some of these branches that have been found beneficial in applying artificial intelligence in software development, with examples of how they can be applied. The concept of big data is also reviewed, since using big data together with artificial intelligence is a common approach. (Kersting & Meyer 2018)

2.2 Soft computing methods

Soft computing is an umbrella term for artificial intelligence methods such as fuzzy logic, neural networks and probabilistic reasoning. The common factor for soft computing methods is that the methods tries to replicate the human minds way of thinking and reasoning. (Zadeh 1996.)
2.2.1 Fuzzy logic

Fuzzy logic resembles human reasoning; instead of something being simply true or false, there is an infinite amount of variations between one and zero. A fuzzy set has a membership function, that shows where on the range between true and false something lies. (Jones 2003: 235; Nguyen, Walker & Walker 2019: 2-3). Fuzzy logic has proven to be suitable for usage in control and expert system and in replicating human thinking. (Jones 2003: 254).

Fuzzy logic could efficiently be integrated to software development processes to help complete and define for example poorly defined requirements and situations when information is lacking. Another example of how fuzzy logic can be implemented is to model software reliability. (Harman 2012.)

2.3 Evolutionary computing

Evolutionary computing is a subfield of artificial intelligence, in which the behaviour of nature – evolution and natural selection is mimicked. Evolution can be viewed as a cycle, starting with new generations being born, resulting in populations of species that have their own traits. Only the fittest individuals survive, resulting in their genes being passed on to the next generation, and so the loop continues. (Siddique & Adeli 2013: 183-185.)

Genetic algorithms are an evolutionary computing method that follow a few steps (see figure 1). First, the population is initialized where the population is created. The population consists of chromosomes, that are created with random traits. Evaluation means that the chromosomes are evaluated based on how well they solve a given problem. (Jones 2003: 115-120.)
To measure how well a chromosome performs, a fitness value is calculated for each chromosome. Based on this fitness, the most fit chromosomes are selected for recombination, where chromosomes are recombined. The recombination can happen with for example methods like crossover or mutation. (Jones 2003: 115-120.)

2.4 Machine learning

With machine learning, a system is trained upon a set of data, to perform some activity. When the system has learnt how to deal with known data, it can act upon unknown, new data and thereby perform complex tasks (Loudiras & Ebert 2016).

Machine learning can also be used within software development processes for cost and time planning, and even to predict faults and thus it can serve as technology for a bug handling tool (Harman 2012; Jonsson 2018). There have also been studies where machine learning has been used to predict the resources a certain software development project
would need, so machine learning can also be used to plan activities (Wen, Li, Lin, Hu & Huang 2011).

2.4.1 Types of machine learning

Machine learning can generally be divided into supervised learning, unsupervised learning, semi-supervised learning and reinforcement learning. (Mohri, Rostamizadeh & Talwalkar 2012: 7)

In supervised learning the algorithm processes a training dataset that has been labelled so that the algorithm can learn from it. Supervised learning is a typical solution when classifying and ranking problems. Unsupervised learning works in the same way, making predictions, but without labelled data, making it more unreliable. (Mohri et al 2012: 7.)

Semi-supervised learning is a combination of supervised and unsupervised learning, where the dataset introduced to the algorithm is a mix of both labelled and unlabelled data (Mohri et. Al, 2012: 7).

Reinforcement learning learns from its environment, meaning that the algorithm learns from what it has experienced continuously by receiving feedback from the environment (Mohri et. Al, 2012: 8, 313-216). Reinforcement learning algorithms can be found in technologies such as robotics and self-driving cars (Fumo 2017).

2.4.2 Neural networks

A neural network tries to imitate functions in the human brain. A brain has neurons, that are linked together via axons. At the end of the axon, a synapse serves as a transmitter for the signals to other neurons. In an artificial neural network, a neuron is called a perceptron (see figure 2). ANNs are structured in the same way – only much simpler than a brain. This way, ANNs can process data and learn from it. (Jones 2003: 83-85; Shiffman 2012.)
A perceptron consists of inputs, one or multiple, a processor and an output. Each input has a weight so that it can be evaluated. (Shiffman 2012).

2.5 Big data and artificial intelligence

The term big data can be explained as large volumes of data, generated at high speed and that consists of different types of data (Marr 2015: 79-80). Big data and artificial intelligence can be applied together, as artificial intelligence can be applied on big data for various implementations, like recognizing patterns in the data or the data serving as a training data for machine learning algorithms. (O’Leary 2013). Any data is unusable until analysed or investigated further, so artificial intelligence is an excellent tool for extracting something valuable out of a big data set (Ghahramani 2015).

Big data collected in software development processes can be used as a base for machine learning to be trained upon, resulting in optimized employee efficiency or identifying bottlenecks in the software development process (Varhol 2017).
2.6 Applying artificial intelligence in software development

Software development can traditionally be viewed in four main phases – planning, development, testing, and release (see figure 3) (Harman 2012). Artificial intelligence, integrated as a development tool or technique into any of these phases, can have different purposes and benefits. In practice, it would be most beneficial to implement artificial intelligence in generating specifications, programming, debugging and testing (Xie 2013).

According to Giudice (2016), the testing phase is where artificial intelligence would be most beneficial. Test cases written in the traditional way, by humans, are dependent on the intelligence of the programmer. Test cases generated by artificial intelligence can be
created against the testing requirements, increasing the reliability (Xie 2013). Artificial intelligence can analyse code, generate test cases automatically and increase the test coverage. It can also recognize bugs and predict the outcome of tests. (Giudice 2016; Harman 2012)

Generating code with artificial intelligence would mean that the program can create itself by the specifications and requirements made. Using artificial intelligence to generate code, would mean that the user would only have to provide the program synthesis, and the syntax is then handled by the artificially intelligent tool. (Xie 2013.)

Harman (2012) divides the usage of artificial intelligence in software engineering into three different general techniques – computational search and optimization techniques, fuzzy and probabilistic methods for reasoning, and classification, learning and prediction. Harman (2012) also describes some challenges that AI in software development must overcome to reach its potential. One challenge within AI for software development is, that if used to resolve problems, the AI technique cannot fully provide a strategy for solving an issue. Also, it can be questioned whether AI techniques should be adapted to an already working process, if not necessary. (Harman 2012.)

2.7 Control software development team

The control software development team consists of both application and system developers. The team has adapted an agile way of working and is implementing DevOps practices into their development philosophy. This means that the team is striving to change their processes to increase software release time by adapting better practices regarding testing, solving issues and managing projects. (Atlassian 2019.)

The team is responsible for developing and maintaining control applications and configuring engine software configuration. Application developers develop control applications with a specific purpose, like speed and load controller, fuel mode control and ignition control, that are needed to control an engine. The control applications are integrated in a
software package, that can be configured to fit a specific engine. Applications are written in C language or generated to C code from a MATLAB Simulink model. An application developer is responsible for the application development, unit and white-box testing and documentation related to the application. (Wärtsilä 2019b.)

A system developer, or a system integrator, integrates the application components into a software package, which can be configured specifically for an engine. A system developer also has the responsibility of managing the engine configuration project, create the necessary documentation, and release the configuration so that it can be deployed in the field. A Wärtsilä UNIC system is a complex system that includes safety configuration, instrument configuration, communication and user interfaces. (Wärtsilä 2019b.)

The control software development team is hereafter in the thesis referred to as “the team”.

2.8 Team analysis for AI-adaption

To analyse and find areas within the engine control system development team, each development activity was investigated with the purpose of finding a suitable artificial intelligence-based solution to implement (see figure 4). This model was derived from the illustration of how software development could benefit from artificial intelligence assistance tools, but the analysis focused on what seemed most relevant for the team.

Within the implementation and testing phases, both the application programming and the testing could be aided by intelligent software solutions. Also requirement handling, documentation and the release process could benefit from automated tasks, however, such solutions may not have to be artificially intelligent, but could be solved by Robotic Process Automation (RPAs) for example.
The different development phases for an application developer in the engine control system development team. In each phase, some examples of how artificial intelligence could be used is found. The examples in orange are those which seem especially suitable for the Wärtsilä software development team.

The team is adapting a test-driven development attitude, meaning more efforts will be focused on testing the engine control system software. The next chapter will investigate three different artificially intelligent based solutions to provide for better software – AI-assisted programming, bug handling, and intelligent software testing methods. The proof of concept developed and presented later in this thesis is related to some of these areas, depending on the research findings and which of the alternatives seem to bring most value to Wärtsilä’s software development process.
3 RESEARCH PLAN

This chapter describes the workflow of the following chapters, so that the research stays within scope and the outcome of the thesis remains clear. The methodologies used in the research are described. It also describes the way the research is carried out, starting from researching the available solutions and how they could be implemented by the Wärtsilä software development team. Based on the findings of the researched technologies and the conducted analysis of the team, a proof of concept is designed and implemented.

3.1 Researching available solutions

The research conducted in this thesis is carried out as follows. First, a review of the available solutions and how they could be implemented at Wärtsilä is made. This research is based on the findings in various scientific articles, magazines, web-pages and other relevant material. The aim is to investigate three main areas within artificial intelligence in software development. These three areas are selected based on the analysis of the Wärtsilä software development team in the previous chapter. Automatic programming, software bug handling and intelligent testing are the fields that will be described further.

The technologies presented shall be suitable for the team to implement, and it shall be kept in mind that the aim of this research is to provide the team with recommendations on whether AI-based software development tools are something to investigate and pursue further. For each technology investigated, the question of why such a technology should be used shall be answered. Some background information of why it would be beneficial to implement such an AI-based solution, so that usage of the solution into use is well-motivated. The advantages and possible disadvantages of each technology is presented and discussed.

The theory behind each technology shall be presented. Preferably, different solutions of the implementation of one technology shall be compared so that it becomes clear what the available approaches to each solution are. After the theory behind each method is
presented, examples of already existing frameworks and commercial tools that implements the technology described. The existing tools may not be fully ready for integration with the way of working in the team, but in that case a recommendation on how it could be integrated to their process shall be made. Each subchapter shall be concluded with a recommendation for the team on how to progress with the presented technology.

3.2 Research methodology

The methodology mostly used in this thesis is reviewing literature found on the topic. The right sources for the literature review are found by searching for scientific articles, books and other sources on the internet and at the university library. The search for appropriate material starts with finding literature related to the three main areas – automatic programming, bug patching technology and intelligent testing. Using the university library’s own database and google.com and scholar.google.com, books and articles, both in physical form and online can be found. Screening these articles, some important keywords can be sorted out and further searching is done based on these. Such keywords and search words are for example “genetic programming”, “artificial intelligence + bug patching”, and “generating test cases + software engineering + machine learning”.

For each main area, the goal is to find a tool that can be investigated further to better visualize how each technology can be applied. Familiarizing with the tools gives a better understanding of how the they work and perform. Thus, each technology can be evaluated according to Wärtsilä’s needs.

3.3 Discussions as a methodology

Discussions, or unstructured interviews, will be used as a methodology for finding the most promising topic for the proof of concept product. The discussions will take place as meetings with the instructor from Wärtsilä, and possibly also other parties from Wärtsilä that can provide insight to the processes followed by the team. The discussions will
provide better understanding of Wärtsilä’s needs, their processes and way of working, and keep this project up to date on in what direction the development is heading. This way an informed decision on what to pursue as a topic for the proof of concept developed later can be made.

3.4 Proof of concept methodology

After the different methods and technologies have been investigated, the implementation of an application related to one of these areas is demonstrated. The topic for the proof of concept product is chosen based on what seems most beneficial for the team to implement.

Regarding the methodology for developing the proof of concept product, the PoC will be developed in a cyclic model, that will be inspired by the extreme programming software development methodology (see figure 5).
The extreme programming methodology can be scaled down to a single developer project, which will suit this thesis project as it will be done independently, with a clear deadline and loose requirements. This will suit the idea of developing a proof of concept, as the prototype can be improved further and further if time remains. Another benefit of the extreme programming method is that it allows for adjustments of the requirements while developing the product (Wells 2013). This will allow for constant improvement of the proof of concept until the deadline for the project is reached. The prototype must not be a fully usable tool, but it shall demonstrate how an artificial intelligence-based solution would fit the needs of the Wärtsilä software development team.
4 INTELLIGENT SOLUTIONS IN SOFTWARE DEVELOPMENT

This chapter presents the theory behind the three application areas for artificial intelligence solutions within software development. Methods for artificial intelligence assisted programming tools and other “intelligent” ways to generate executable code are investigated. Bug handling, from detection to patching, with help of some AI-method is reviewed, as well as different methods for intelligent testing of software. Other AI-based solutions suitable and interesting for the engine control system development team are shortly reviewed in the last section. Why and how such solutions would be applied, and the benefits and disadvantages of different methods are presented for each area of application. Each subchapter contains examples of methods and tools for implementation, and the chapter is concluded with recommendations for if, and how the engine control system development team could utilize the solutions. The topic for the proof of concept developed later in this thesis is selected based on the findings of this chapter.

4.1 AI-assisted programming

Predictions have been made, that in twenty years, technology will have advanced so that human programmers could be replaced. Automatic code generation tools are already available and to some extent usable (Billings, McCaskey, Vallee & Watson 2017). Unintelligent code generation tools like MATLAB Simulink allows the user to create code from a model, but the next step would be having artificial intelligence creating code on its own based on the user input. Some businesses have already invented this kind of technology, with tools like Bayou, that uses AI-methods like neural networks to generate Java API code according to the users input (Bayou 2018).

There are different ways of generating code with artificial intelligence, which are described in the following chapters.
4.1.1 Genetic programming

Genetic programming is a form of automatic programming with artificial intelligence. It is based on evolutionary algorithms that can generate solutions to problems automatically (Rouse 2005). Genetic programming has also been used to optimize existing code (Langdon & Harman 2015).

Genetic programming is an evolutionary algorithm, that aims to evolve a program so that it can produce a solution to the problem. One benefit of genetic programming algorithms is that the user does not have to be able to formulate the program specifically, but the program evolves itself to be able to produce a solution. This would make genetic programming suitable for automatic code generation, as the program should generate code based on the user input that may not be more than roughly specified. (Poli, Langdon & McPhee 2008.)

The generation program resembles a genetic algorithm. First, a set of random programs are created. Then the programs are run and evaluated based on how well they perform. Fitter programs are bred by crossover and mutation. Instead of representing the program under development as code, genetic programs are often represented in the form of a syntax tree, where each decision branches off and every choice is represented as a branch (see figure 6). (Poli et. Al. 2008:2.)

![Figure 6. General workflow of genetic programming. The “survival of the fittest” method is used to find solutions. (Poli et. Al. 2008:2.)](image-url)
Regarding the performance of genetic programming, Igwe & Pillay (2013) developed and tested a genetic programming algorithm for generating code that was successful in solving basic programming problems.

4.1.2 Recurrent Neural Networks programming

Recurrent neural networks (RNN) differ from regular neural networks in the sense that they have loops, meaning that they consider what they learned previously by analysing. This means that each step is linked together (see figure 7). (Banerjee 2018.) RNNs have been successful in speech recognition, modelling languages and generating images, but they have also been suggested as a tool for generating code (Spirina 2018).

![Diagram of a recurrent neural network](image)

Figure 7. A recurrent neural network works in loops, allowing it to consider what is already has learnt before moving on (Banerjee 2018).

Using RNNs to generate code is a young but promising technology. RNN-generated code has been successful in designing graphical user interfaces (GUI). In a solution called pix2code, the code for the GUI was generated using a mock-up picture of the GUI, by a combination of RNNs and Convolutional Neural Networks (CNN). (Beltramelli 2017.)
4.1.3 Low-code tools

Low-code development tools remove the need for actual programming by having the developer create the software with help of a graphical user interface, to structure the data and logic as it would be in the developed application. In addition to this, low-code tools can also include some programming to for example integrate the application to a system or make it backwards compatible. Low-code tools are already on the market for both novices and professional use. (Boulton 2019.)

Low-code tools themselves are not intelligent, even though they can reduce the developer workload by automating the hand-written code development. However, should artificial intelligence be added to the low-code tool, the tool could aid with solving more challenging issues on its own, for example by suggesting the design of more complex actions (Bloomberg 2017.)

4.1.4 Example: Java code generated by Bayou

Bayou is a program that takes calls for Java APIs and type specifications as inputs and then generates a function that uses the called function with the specified type. Bayou uses neural networks to learn how to generate correct Java-code, more specifically neural sketch learning, which trains a Gaussian encoder-decoder network on a large set of code. (Bayou 2018).

After processing the input (see figure 8), the tool generates code that can be executed to read and close the file (see figure 9).

```java
import java.io.File;
public class Test {
    void read(File file) {
        // call:readLine call:close
    }
}
```

Figure 8. Input to Bayou with two API-calls, to read lines from a file and then close it (Bayou 2018).
Bayou would perhaps help a skilled Java programmer that knows what APIs to call and how to structure them, but at this stage it does not aid the developer much. Further development may however progress the tool.

4.1.5 AI-based assistance for programming

Microsoft is currently working on an AI-assisted programming for C++, C#, Java, JavaScript and XAML. The tool, called IntelliCode, is integrated as an extension in the Visual Studio IDE. IntelliCode features and builds upon the code completion tool called IntelliSense, that has previously have been available for Visual Studio. IntelliSense predicts and suggests APIs based on the programmers already developed code, instead of providing suggestions in a classical alphabetical list. (Microsoft 2019; Lardinois 2019.) The AI behind IntelliSense has been trained upon highly rated open-source code on Github (Lardinois 2019).

```java
import java.io.File;
import java.io.FileNotFoundException;
import java.io.BufferedReader;
import java.io.IOException;
import java.io.FileReader;
public class TestIO {
    void read(File file) {
        BufferedReader br1;
        FileReader fr1;
        String s1;
        try {
            fr1 = new FileReader(file);
            br1 = new BufferedReader(fr1);
            s1 = br1.readLine();
            br1.close();
        } catch (FileNotFoundException e) {
        } catch (IOException e) {
        }
        return;
    }
}
```
4.2 Bug handling tools

Bugs, meaning faults in the software – are unavoidable in software development. Bugs are not only costly, but also time-consuming, as they require a lot of resources (Hammouri, Hammad, Albadhan & Alsarayah 2018). Bug handling is a process that starts with the bug being found and reported. Then it is analysed by for example the software developers, that fix the bug to eliminate the reported issue. Thereafter, the bug fix needs to be verified, and when the solution is accepted, the software needs to be re-commissioned to the customer. (Jonsson 2019: 8-9.)

Predicting and identifying software faults is an application that can be implemented with artificial intelligence and that can serve as a useful tool in software development. The main benefits of predicting software bugs are that it can increase the system quality, predict the need for software maintenance and make the software development process faster as it serves as a code review tool at the same time (Erturk & Sezer 2014). Software fault prediction software has been implemented using machine learning, specifically artificial neural networks (ANN), Naïve Bayes, Decision Trees, Adaptive Neuro Fuzzy Interference System (ANFIS) and support vector machine (SVM) (Erturk & Sezer 2014; Hammouri et al. 2018.)

Patching faulty code by using automatic bug patching software may reduce the time spent on manually fixing the code. Bug patching bots are designed to help developers become more efficient and to increase software quality (Urli, Seinturier, Yu & Monperrus 2018). Both Jonsson (2018) and Tufano (2018) suggest machine-learning based solutions, where a bug fixer software is trained upon already made bug fixes, so that it can generate fixes for new bugs. A project conducted by Urli et al. (2018) resulted in a bug repair software called Repairnator that identifies and suggest bug fixes to the developer.
4.2.1 Bug identification and analysis

Before artificial intelligence can be used to fix a bug in the code, the bug must be predicted, detected or identified. A common approach to preventing bugs is keeping code reviews, where other members of the team go through the code and gives feedback. Reviewing the code can also be automated with so-called static analysis tools.

DeepCode is a code review tool that differs from traditional static code analysis tools as it uses artificial intelligence to analyse the code. The technology behind DeepCode is based on machine learning algorithms and is not bound to any specific programming language (see figure 8). (DeepCode AG 2019.)

![Figure 10. The workflow of the DeepCode code analysing tool (DeepCode AG 2019).](image)

DeepCode converts the “Big code” by parsing them into so-called parse trees, meaning that the code loose is no longer bound to any specific language but represents the structure of the code, in the same way an abstract syntax tree would (DeepCode 2019; Miller & Ranum 2014). The code is then analysed in the format of parse trees with a traditional static code analysis. Based on the facts found in the static analysis, machine learning algorithms are run upon to allow the tool to understand structure, function and the purpose of the code, resulting in an AI-assisted code review. The machine learning algorithms are linked together with the AI code review, forming what is referred to as the “AI knowledge base”. (DeepCode AG 2019.)
4.2.2 Bug patching


The repair program described by Weimer et. Al. (2010) uses genetic programming to find fixes to bugs. Their software takes three inputs; the C code containing the bug, the failed test case that describes the desired functionality of the code and some other test cases as reference to the program functionality. The program then makes variants of fixed code – so called individuals. Each program variant is represented as an abstract syntax tree (AST), that loosely describes the functionality of the code via a visual representation of the paths and conditions within. Each program variant also has a weighted path – a pair of weights that describes the relationship between the negative test case and the code. Mutation and crossovers happen between the individuals, and the fitness is evaluated. The least fit program variants are deleted by selection when the population is cut in half. The repair is minimized with structural differencing and delta debugging so that the produced code fix will be human interpretable. (Weimer et. Al. 2010.)

The Repairnator project conducted by Urli et. Al. in 2018 combined two different bug patching methods. Genetic programming was used and derived from the evolutionary repair program Genprog (Le Goues, Forrest & Weimer 2019). A program called Nopol was used to fix faulty conditions, like broken if-else statements. (Xuan, Martinez, DeMarco, Clément, Marcote, Durieux, Le Berre & Monperrus 2016).
The purpose of the Reparnaitor project was to generate bug fixes that would be accepted by human developers, as that would prove the quality of the bug patcher. In the spring of 2018, the Reparnaitor robot succeeded to generate five patches that were accepted by other developers on the Github platform. The other developers were not aware of the Reparnaitor being a robot, but believed it to be another developer, thus they were not biased to rank the patches provided by Reparnaitor any different than they would with a human developer. (Monperrus, Urli, Durieux, Martinez, Baudry, Seinturier 2018.)
4.2.3 Example: Repairnator bug fix

Repairnator can be added as a contributor to a project on Github to fix bugs.

Figure 12. Developers on Github have been unaware of Repairnator contributing as the bot has been working under a fake profile “lucesape”.
4.3 Intelligent testing

Software testing itself is a complex activity, which can generally be divided into static and dynamic test techniques. Dynamic test techniques are for example white box and black box testing. (Homès 2013: 143.) Module testing, or unit testing, means testing the different parts of a program separately (Myers, Corey & Badgett 2011: 85). These practices have been adapted in the Wärtsilä software development team, and therefore intelligent tools and methods for automating these practices are investigated further.

Automated software testing means that the testing is automated, so that some repetitive tasks of running the software tests are made obsolete and instead a framework will handle it. However, such tools have their limitations and that is where artificial intelligence can assist. With artificial intelligence, unit tests can be generated, as well as input and the parameters. (Kirilenko 2018; Merrill; Maruti Techlabs). Artificial intelligence can
improve the test coverage, and as the input data is generated, it will be more thorough than a human mind. Based on the analysis of the code, the AI can also determine where there have been changes in the code and thereby test the necessary parts. (Kirilenko 2018.)

There are also a variety of AI-based software testing tools on the market or under development (Colantonio 2017). Many of these are intended for testing of visual systems, or mobile apps or websites, making them unsuitable for testing embedded system software. The technology behind is however interesting, as it could likely evolve in the future.

Creating test cases automatically is one of the areas within software testing where artificial intelligence has been promoted actively. Another area where artificial intelligence can aid developers is analysing test results. (Stadlbauer 2018.)

4.3.1 Creating test cases with AI

Creating test cases means writing the test case functionality, but also selecting or creating proper test data.

Mantere and Alander (2005) describe generating test cases with genetic algorithms and evaluating the test case fitness with help of a neural network. The genetic algorithm generated the test cases, which were passed through the neural network for fitness evaluation, as it communicated with the software under test. Other studies have suggested to generate test data, to increase the code coverage and to detect the faults at the same time (Zhang & Gong 2014).

Evolutionary computing methods have been used for integrating artificial intelligence to software testing, as well as fuzzy logic and machine learning (Mantere & Alander 2005; Last, Kandel & Bunke 2004). Several solutions for generating test data with artificial intelligence have been presented. Genetic algorithms, ant- and bee colonies and swarm optimization can be used to generate test data (Kire & Malhotra 2014; Keyvanpour, Homayouni & Shirazee 2011).
4.3.2 Test analysis with AI

ReportPortal is a test report system that shows and analyses test results. ReportPortal uses a machine learning algorithm to find and predict failures in tests, so-called auto-analysis. With help of the auto-analysis, the cause of the failed test can be detected. The tool can classify the failed test by defect type, link the defect to a bug tracking tool like for example Jira, and generate a comment to the issue. (ReportPortal.) Data from the project is used by the machine learning algorithm to keep it accurate (Colantonio 2, 2018).

4.3.3 Example: Unit test case generation with Diffblue

To illustrate how unit tests can be generated by an existing tool, a short Java-program without no further purpose but to demonstrate how well the selected tool performs, was written. The Java-program is not an engine control application, but a simple program that calculates the average for four integers, and makes a subtraction based on some conditions in the code. A third function sets an “actioncode” based on the outcome of the other functions. The testcode is not part of any engine control software, as no such code or resembling code is to be leaked outside of Wärtsilä. Diffblue is a research project that aims to create a software that uses artificial intelligence to generate unit test cases for Java-code. Diffblue has a playground open for free testing of code up to 200 lines, which was therefore selected to illustrate how automatic unit test generation could look like.

Diffblue created 12 unit test cases for the tested Java-program. For the function “CalcDiff” (see figure 14), which was an interesting function due to the functions many branches, it created 6 test cases. One issue with the generated test case (see figure 15) is that it looks messy and disorganized, as Diffblue puts the function under test and its parameters in place by its own help-functions. A human programmer can determine this themselves and does not need to fetch parameter datatypes by any APIs. Therefore, the test cases may look disorganized at first glance.
static double CalcDiff(int a, int b, int c, int d) {
    double difference = 0;
    if (a > b && c < d) {
        difference = a - b;
    }
    if (b > c && c < d) {
        double e = c + d;
        if (e > a - c) {
            difference = b - e;
        } else {
            difference = a - c;
        }
    }
    return difference;
}

// Test written by Diffblue Cover.
public void CalcDiffInputNegativeNegativeNegativePositiveOutputNegative() throws NoSuchMethodException, IllegalAccessException, InvocationTargetException {
    // Arrange
    final int a = -914358279;
    final int b = 982941703;
    final int c = 1_006632960;
    final int d = 1_1576279984;
    final Class<?> classUnderTest = Reflector.forName("Calculations");
    final Method methodUnderTest = classUnderTest.getDeclaredMethod("CalcDiff", Reflector.forName("int"), Reflector.forName("int"), Reflector.forName("int"), Reflector.forName("int"));
    methodUnderTest.setAccessible(true);

    // Act
    final double retval = (double) methodUnderTest.invoke(null, a, b, c, d);

    // Assert result
    assertEquals(-6.85834e+07, retval, 0.0);
}
The test case in figure 15 was generated for the function CalcDiff with the purpose of testing the function with negative inputs. Another five test cases were generated with positive inputs, both negative and positive inputs, zeros as inputs and negative and positive inputs mixed.

4.4 Recommendations for Wärtsilä’s team

The three areas that were investigated have showed that the different technologies are still in varying stages of development. As the purpose of this thesis is to make a recommendation for how Wärtsilä could integrate artificial intelligence in their software development, some recommendation based on the findings are made. The recommendations are indicative and provide suggestions for what the team could keep in mind and look out for as technology progresses.

4.4.1 Recommendation for AI-assisted programming

It seems that there are not many existing tools for fully automatic code generation that could be applicable in the Wärtsilä software development team. The tools found were either focused on generating Java-functions (Bayou 2018) or GUI programming, neither of which applies to the work of developing embedded software for engines. However, the descriptions of methods for successfully generating code are likely to be developed further in the future. Perhaps frameworks like these, using GP, RNNs or machine learning will be more common and commercialized in the future, making tools like that also applicable for the heavy industry.

Instead of focusing on automatically generating code successfully with artificial intelligence, as the area is not that mature yet, AI could provide assistance to the person writing the code. This is perhaps a more realistic approach to using AI to create software at this point. Should a tool similar to Microsoft’s IntelliCode become available for C-code, it could be tested out in the correct development environment. However, as Wärtsilä have created their own APIs that are mostly used when programming engine control software,
it would require the tool to be able to identify those APIs to provide the correct suggestions.

Even though Wärtsilä may not benefit from integrating AI-based tools into their way of working as of today, the team should actively keep researching what tools are becoming available on the market. The field of AI is progressing rapidly, and with the technologies found, it is no impossibility that similar tools more suitable for the embedded industry could become available.

4.4.2 Recommendation for intelligent bug handling

Artificially intelligent bug handling technology need to be further developed before it could be trusted completely. However, it is a promising area, as there are already tools on the market that can analyse code, as well as open-source patching tools under development.

The team is already using CodeSonar as a static analysis tool for code, so the next step could be testing out a tool that uses artificial intelligence for analysis, like for example DeepCode, which was described earlier.

4.4.3 Recommendation for intelligent testing

As none of the existing AI-assisted testing tools really focus on embedded software testing Wärtsilä could use some of the proposed methods for intelligent software testing as a stand-alone component. Alternatively, they could evaluate whether a testing tool designed for another type of software than embedded software, could still perform well enough to be taken into used by the team.

As the intelligent software testing tools on the market have been focused on web technology, user interfaces and more visual systems, the next generation of AI-assisted software testing tools will perhaps target more complex system testing, like embedded software. This kind of tool could be evaluated to gain knowledge about how well they perform, so that it can be concluded whether it would be wise to invest in in the future.
Another issue with the tools in the market is that none really focused on C as a language. Even though the automatic unit test generating tool DiffBlue that was described seems like an interesting technology, it would not be applicable for Wärtsilä’s software, as switching to Java as a programming language is not an option due to Wärtsilä embedded systems not being compatible with other languages than C at this point. Therefore, it is again to be said, that a suitable unit test generation tool is still not found for Wärtsilä. The technology is however interesting, and perhaps some AI could be integrated to Wärtsilä’s existing unit test environment WTP (Wärtsilä Testing Platform). Implementing and integrating artificial intelligence into WTP are described in the following chapters, where a proof of concept is developed to evaluate this further.
5 PROOF OF CONCEPT

To illustrate how the tools and methods presented in earlier chapters can be adapted by the team, this proof of concept was designed and implemented. The proof of concept was selected to focus on testing, for which the motivation is also presented.

The purpose of the proof of concept is to give Wärtsilä an idea of how they could continue with the recommendations made in the previous chapter. The proof of concept is not meant to be a product ready to take into use by the team, but it is a prototype that illustrates where Wärtsilä could start their own development of a similar automatic test case generation tool, as well as the architecture of such a tool.

5.1 Motivation

The reasons for selecting to further investigate intelligent testing methods out of the main areas investigated are mainly three. Each reason is hereby presented.

In the team analysis, implementation and testing were selected as the most interesting areas to investigate further. Based on this analysis, three alternatives were investigated and presented further – automatic programming, bug patching technology and intelligent testing. In the early analysis, the area of testing already has the most alternatives for implementation.

During the literature review and the research outcomes of that, the most mature solutions were found for testing. The development and the market of bug patching technologies and automatic programming seem to be in a much earlier stage than intelligent testing, at least in terms of suitability for Wärtsilä.

Also, when discussing the current development needs and situation with the Wärtsilä team’s software architect, the team manager and a project manager at Wärtsilä, it became
clear that testing was the most suitable area for further investigation, as the team is focusing on improving their test procedures constantly. (Smedman, Tarsa & Bäck: 2019.)

5.2 Automatic unit test generation

Automatic unit test generation means that the unit tests are created automatically based on the code. Wärtsilä have up to this point approached this by creating a system that generates the test function skeleton that places the right function name and parameters when a new test environment is set up for an application. The Wärtsilä test platform can also to some extent generate test stubs. By introducing artificial intelligence into the process of generating a test structure, the process of writing unit test cases could be further automated.

Laurence Saes (2018) presents in his thesis a similar idea, generating unit tests with machine learning. Saes research presented a solution that transforms Java methods to test methods (2018). If a similar method could be applied on C-code, it could be an interesting solution for Wärtsilä. No tool found focused on C-language, but as the likelihood of Wärtsilä changing their development language is very small, it seemed most beneficial to set up a system of their own.

5.3 Theory and requirements

The purpose of the proof of concept prototype is to suggest a structure of a unit test based on the similarity between the function under test and other Wärtsilä C-functions. The prototype reads a C-function, converts it so that it can be processed by the neural network, which then calculates the similarity to other functions in the dataset.

Different applications have different purposes, but the structure of some of the functions still resembles each other. For example, functions with switch-statements or classic if-else statements, that write something to another place are typical. By identifying the
common factor in a group of functions it could be possible to classify functions and group them. Based on this, the correlating structure of a unit test can be suggested to the user.

![Diagram of workflow](image)

Figure 16. Workflow of the prototype. A function is analysed by a machine learning algorithm that classifies the read function and based on that a recommendation for how the unit test case could be written is made.

Saes (2018) proved that Java functions can be linked to test cases using machine learning. The idea behind this proof of concept is that a neural network should be able to find the similarities between the structure in C-functions, based on the syntax. Similar functions may have different parameters, API-calls and function naming, but the structure of various functions is similar, meaning the algorithm could measure the similarity between functions based that instead of unique values.

Identifying the structure of a function would allow the neural network to match it to a similar unit test, for example a function with multiple if-else statements can be tested equally exhaustively as a function with the same amount of if-else conditions. The more if-else conditions, the more test case scenarios needed and so forth.

The suggested unit test may not be directly working but should give the test developer a vision of how the test case could be programmed. Also, the prototype does not need to read a full application but isolated functions from applications.
5.3.1 Wärtsilä test platform

As a test framework, Wärtsilä’s own test platform (WTP) was considered (Wärtsilä 2018). The prototype is not compatible with WTP but was developed with the test framework in mind.

Wärtsilä testing standards require the unit test function to be named after the function it is designed to test. Hence, a logical link is formed between the function under test and the unit test. (Wärtsilä 2018.)

![Logical Linking Logic](image)

**Figure 17.** A logical linking logic can already be found between functions under test and corresponding unit test, as the unit test is named after the function with the extension “test_” before the function name.

When setting up a new unit test environment, WTP generates empty test functions and test stubs automatically. This could be developed further with the tool also generating the structure of the test cases based on what the neural network suggests. Therefore, the proof of concept was developed with functions and test cases already compatible with WTP.

5.4 Algorithm

The algorithm can be viewed in three phases – data conversion, the neural network and the linking and adaption of the matching test case (see figure 18). In this proof of concept, major focus is on the neural network that finds similarities between the functions. The
second priority is to get the algorithm to illustrate the whole process from preprocessing to delivering a testcase to an unknown function.

Figure 18. Workflow of the program that consists of data conversion, the neural network, linking and testcase adaption.

The prototype is programmed using Python and the Python package NumPy, which is suitable to use when programming mathematical operations such as those in the neural network.
5.5 Dataset for training

The training data set consists of short isolated C-functions that have been pre-processed and converted (see figure 19). The corresponding unit test case is found from a separate folder, after the algorithm has mapped out the closest test case for the function.

As this prototype is custom made for Wärtsilä, the dataset consists of the functions from Wärtsilä applications only. The neural network was tested with training on 9 functions per time, from a collection of the available Wärtsilä applications.

5.6 Converting data

For the neural network to be able to process the C-functions, data conversion is needed. Ideally, the neural network should operate the functions on binary code level, but as the Wärtsilä applications are dependent on the custom platform WMAP (Wärtsilä Modular Application Platform) for compilation, no binary code was used. Instead the .c-files were
processed from text to decimal numbers between 0 and 1. This proved to work well with the matrix multiplication in the neural network. Other options that were investigated were ASTs and vectorizing the .c-files, neither of which were suitable.

```python
function = open('function.c','r').read()
#only save the whitelisted words for each function
keep_list = ["if", "else", "for", "switch", "case", "read", "write"] #whitelist
infile = "function.c"
keptfunc = "" #create empty string to store data in
filein = open(infile)

for line in filein:
    for word in keep_list:
        if (word in line):
            keptfunc+=str(word) #save only whitelisted words
            keptfunc+=str("\n")
filein.close()

# convert whitelisted functions into machine readable
# DEC and divide by 255 to get range 0 to 1
temp=[ord(c) for c in keptfunc]
fixedfunction = [x / 255 for x in temp]
```

The above code illustrates how the data is cleaned up and converted for a file in the training set. First, the program reads the C-function in text format and removes the words that won’t have any significance when calculating the similarity. Then, the remaining words are converted into decimal numbers between 0 and 1. The result is then used in the matrix multiplication in the neural network.

5.7 The neural network

The neural network created in the prototype is a simple neural network that has one hidden layer (see figure 20). The development of the neural network started with simply setting it up to predict the outcome of an array consisting of zeros and ones. After experimenting with the data conversion and format, the neural network was converted to process the converted functions in decimal format.
The neural network in the prototype has one input layer, one hidden layer and one output layer (Larose & Larose 2014: 189-190).

The essential features of the neural network topology in short were:

- Input: Wärtsilä C-functions
- Output: Resemblance values for compared to unknown C-function
- 8 neurons
- 1 hidden layer
- 10000 iterations found suitable by testing
- Validation by functions not used for training
5.7.1 Sigmoid function

The Sigmoid function is used as an activation function for the neural network. The Sigmoid function is popular as an activation function, as it removes linearity from the neural network (see figure 21). The Sigmoid function formula is

$$\sigma(x) = \frac{1}{1 + e^{-x}} \cdots (1).$$

Figure 21. Plot of the Sigmoid function (Larose & Larose 2014: 193).

```python
def __sigmoid(self, x):
    return 1 / (1 + exp(-x))

def __derivative(self, x):
    return x * (1 - x)
```

Above is the Sigmoid function and its derivative programmed in Python (Pal 2019).
5.7.2 Neural network operations

First, the training data set is pre-processed and converted before they are assigned weights. Then, random weights are assigned to a matrix that is the size of the amount of training data times the length of the converted functions (Pal 2019).

```python
self.synaptic_weights=2*random.random((length,size))-1
```

These are then used in the training, and are adjusted each iteration. To adjust the weights, error calculation is used. The error is the difference between the expected output and the real output, which is then adjusted by a factor with help of the Sigmoid function derivative, and then used in the next iteration and so on. (Pal 2019.)

```python
error = outputs - output
factor=dot(inputs.T,error*self.__derivative(output))
self.synaptic_weights += factor
```

The neural network is then ready to process the unknown function for which a test case is expected and goes on to deliver the outcome of the program.

5.8 Program output

The output of the neural network is an array of decimals, where the unknown C-function is compared to the functions in the training set. The lower the number, the more the functions resembles each other. The prototype recommends the unit test of the most similar C-function (from the dataset), as base for the unit test for the unknown function, and outputs it. In this prototype, the recommended unit test is not further processed, but could be changed to match the function under test to relieve the developer of even more work. This is further described in the next chapter where several improvement points are made.
6 RESULTS AND EVALUATION

6.1 Evaluation

As an alternative for automatic unit test generate, a neural network is an option when wanting to use artificial intelligence. Other machine learning algorithms could perhaps also be used, either on their own but also to support the neural network algorithm. Using a neural network both has its advantages and disadvantages.

Such a small simple neural network as the one created may not be too precise in its calculations but demonstrated the main idea of automatic unit test generation with help of a neural network quite well. Should the neural network be scaled up to process larger and more functions and test cases, the developer could at least be supported by getting to an example of how the test case should be structured to reach a high coverage on unit tests.

6.2 Impact on development

To be able to use an automatic test generation tool, the way of writing code would perhaps need to be restructured. An automatic test generation tool is likely to perform better the easier the code it processes is. This means complex structures of functions would need to be simplified, so that functions do not become too long or complex to test. There are many features of programs that impacts the complexity and thereby the testability. Besides the length of the program, features like the amount of decisions, equalities and inequalities and measurements like McCabe’s cyclomatic complexity all have an impact on how easy the code is to test (Ferrer, Chicano & Alba 2013). A practical example of this is functions with a great number of if-else statements – gaining a high test coverage on such a function demands many test cases, which may be hard to create with an automatic test generation tool. Therefore, if using an automatic test generator, the complexity of the code should be taken in account when writing it, and a low complexity should be aimed for to increase the success rate of the tool.
6.3 Adaption to test driven development

Test driven development (TDD) means that the developer starts programming with a test, that sets the requirements for which later the actual function that is to be written (Koutifaris 2018). Wärtsilä’s software development team is striving towards a more agile organization, where TDD would be adapted. This unfortunately means that the kind of tool illustrated by the proof of concept prototype would perhaps not be part of the development process. However, should the function and test case switch places in the prototype, so that the developer would have written a test case that could be understood by the neural network so that it could recommend a function that could be further developed instead, it could fit the TDD work process. This kind of tool would be a sort of automatic programming tool.

6.4 Improvement suggestions

To develop the algorithm further would need a development team that would focus on three main areas. First, the data conversion would need to be optimized. Data should be easy to translate, meaning it should contain nothing more than necessary. The code should be clean and easily understandable.

Representing code as either parse trees or ASTs is a method that has been used in many of the tools and techniques described in chapter 4, such as the DeepCode code analyser (Deepcode 2019) and the repair program described by Weimer (2019) that used genetic programming to find bug fixes. Therefore, it could also suit this case.

The neural network itself could be optimized further to achieve better accuracy. It could be investigated how many layers would be needed to gain higher correctness. As the program quickly became heavy to run on a normal engineering laptop, it could be investigated if the neural network could be deployed on some server to relieve the computer of some of the load.
The third area of improvement would be outputting the test case. To really achieve automatic test case generation, the test case recommended for use by the algorithm should also be processed to match the function under test. Replacing function names, parameters and API calls would make the recommended test case suit the new function better. To achieve this, another AI-algorithm could perhaps be used. The algorithm would be trained to recognize what characterizes a function or parameter name, how parameters are passed to functions and how an API-call looks. After recognizing the characteristics of the new function, the corresponding function and parameter names could be transferred to the test case to match the function.
7 CONCLUSIONS

The alternatives for implementing artificial intelligence as an assistance tool or solution within software development are many. Deploying an artificially intelligent component to the software development process requires resources, time and training for the developers who would eventually benefit from such a solution. Therefore, the benefits of implementing artificial intelligence-based tools and solutions into an already working development process should be carefully weighed against the amount of time and resources it would take to start using it.

Technologies, like artificial intelligence for requirement handling, or automatic code generation based on inputting the requirements, may seem like appealing solutions – and should it perform as well as expected it could be a suitable investment. However, out of the tools investigated in this thesis, not all are yet in such a stage that they would be practical to implement. Most of the tools were focused on visual systems, which are not at all suitable for the embedded industry.

On the other hand, artificial intelligence may bring a lot to some processes. The need for testing grows as the complexity of the system increases, and thereby automating the testing and increasing the test coverage is desirable. If one can identify the correct area that would benefit from an AI-based solution, and deploy the solution successfully, AI could be considered. The proof of concept showed that if implemented successfully, artificial intelligence could be a great complement to the work of any decent software engineer, but also that it takes a lot of resources before a working product is set up.

The research on how to use artificial intelligence in software development is progressing, as well as the research on AI itself. Artificial intelligence is right now a “trend”, that will perhaps someday be replace by some other buzzword in science and technology, but regardless of that, artificial intelligence is likely to play a great role in the future, in many areas – also within software development. Current AI-based software tools may be more applicable on other fields of software engineering, like web technology and apps, but as research progress it may very well also be suitable for the embedded industry.
Regarding the proof of concept developed according to the team’s needs, it succeeded to demonstrate the idea and architecture of an automatic test generation tool but the question of how it could be integrated to the current software development process remains. The purpose was to show an example of how artificial intelligence could be used in the engine control system development team, meaning it was out of scope to fully integrate it to the way of working at Wärtsilä. There are still major improvements that should be done regarding the product before it could be used in practice. Another outcome of the proof of concept was the realization of how much effort developing such a tool would require. Wärtsilä would probably benefit both cost-wise and with quality in mind to buy a similar tool instead of developing their own.
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