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ABSTRACT

In the recent years, Cloud Computing has become very populaaranteresting subject in the
field of science and technology. The reseaffbrts in the Cloud Computing haled to a number

of applications used for the convenience in daily |lBoud Computing is not only providing
solutions at the enterprise leveltbuis also suitable in organizing a centralized database which is
accessible from every corner of the worlt.is said that 10 to 15 years later when all the
enterprises have adopted the Cloud Computing, there will be no more perception for thatdata ce
in the company.

The aim of t his Masteros thesi s ACl oud Con
Implementation for the Data Collection with Wireless Sensor libodewas t o i nt egr at
Sensor Network with Cloud Computing in a such a weay the data received frothe Sensor node

can be access able from anywheréhmmworld. To accomplish this task, a Wireless Sensor Network

was deployed to measuitee envionmental conditions such &emperature, Lightandh e Sensor
battery informatio andthe measured values are seni@aweb serverfrom where the data can be
accessed T h e project al so i ncludes t he software
measurements and a Graphical User Interface (GUI) application wéads the values fronme

sensor networknd storsit to the database.

KEYWORDS: Cloud Computing, Wireless Sensor Network, GUI application, Sensor node



1. | NTRODUCTI ON

During the past several years, the enhancemen
in Cloud Computing have a significant growth

Sensor Net wor k emerges as a Inarareg annuinebee rt hoef ms

operate autonomously. Nodes are very small in
but equally capable of sensing, controlling,
coll ected wi tahndt hter asnesmsiotrt edodeo a base statior
SI'ijepcevic, lyer & Panossian (2005) Al Al Wi
costficient and robust manner than it i s now.

On the other hand, atClwealdy Coenpuamcgones aofelt he

| nformati on Technology. Today, Cloud Computi n
for enterprise architecture. Cloud Comput i nc
i mpl emenmberg &@f nsiervices | ike external user,
container, policy management and util ity cCo
enhanced version of the I nternet techntil ogy
virtually in an external data center, platfor

Mo d i (2012) A[ Due] to the | arge scale prolif

can now be deliver edt .asAssea vrieesewsl to,v etrhitsh er d diu ¢
The aim of the thesis was to integrate the Wi
purpose, we need to deploy a small Wi reless S

t he Nbadhek. After this step, the data wirlvierbe Ifn

Figurethe Access plbamtop sorcoaneemeut ¢ whi ch i



information to the web site.

Data Base

Cloud

Access Point
&
Server

Sensor
Point ™~ Node

Sensor
Mode

Wireless Sensor Network

Fi gurlentlegr ati 9snSeris®W rdétewor k and Cl oud Compu

The thesis organized in six chapters. The fir

explain the Wi reless Sensor Network and Cl ouc

i mpl ement Aaardwaofe thmd software. Furthermor e,
Net wor k i s depl oyed and how Cloud Computi nq
configuration, website devel opment and graph

egeri ment al part of the thesis and the | ast ¢
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2. CLOUD COMPUTI NG

Cloud Computing i s a computdennga nmla rnaedti wonr kw ha ¢
computing resource Geéorgge, Netweork asmrdvappshb
ubi quitous, convenient and dynamic platform t

or service provider -8i0(D#4é&HDaction. (The U.S. NI

~
K

FigurCd ou.d Computingge@bizaxi $8ar 20483 . Or

This defines c¢cloud computing as a utility 1in
FiguekalRorates how devices arlet ciosnnseicntielda rv iwitt
connection in a lowsaswherOacyeow pusyerags s conne
by the c¢cloud, they can consume as much, whene

for the r esvoeurucseesd.t HeWi n,ans & Brown 2009.)

Cloud Computing al abl ef aeds eaashiacedegsseogcrate
power, elastic storage and software availabil

to serve the multi pltee n@amrs umoedresl uwshienrge ar emuwlu
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assigneassainglned according to the consumer dem
software without fulfilling thespbpégamad ecnamt st

as much data as they want becamn.seAlolf tthey en ae

have a computer and an I nternet connection. F
and all of them have the differentsdaefatswa\Voewo d
the |l ess ehbBumi egt andi mestby way is to establ

the | atest maclkioh ¢ avamaiomtge w@®mche hteheot her hand,
cloud services for the employees, owhhehjob. at

Hauke, Ries & Muhl hauser 2012.)

2 Architecture of Cloud Computing

Cloud computing is emergingsasrai medel XaaSpup
Lenk, Kl ems, Nim2@809)Tan[ &hiSeaehdhel a virtuali z
and business application platforms provided
computing system can be divided into two sect
wt h each other through the I nternet or somet.
the wuser/client I's the front end whereas th

responsi ble to provide the <dfwaadedc ovnaprui toiunsg CSOe
pl atf or ms.colnhpeutatlhieegnettcssess to the c¢cloud and
Admi ni strating the system and client demands
protocolspeaanablwgsdrdeed t he mi ddl ewar e. (Jadej a

computers to communicate with each other.
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Figupeo®di des the architecture of <c¢cloud comput

i nsi de.
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2.2 Cloud Computing Services

There are different types of services provid:

services ar e: Software as a Service, I nfrastr

2. 2 .tlwesSrod as a Service

Software as a Service (SaaS) is the model of

application to customers for the use as a ser
gives subscribed oseseraccessthat soeswdeei n t
deviceonSheer o f software as a baesvccappbpta

browser) to run the services provided by the
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of mai ntaining and installing the hardware a
centralized control and depl oyment of the so
Gmail and Google apps. (Gihson, Rondeau, Evel

Soware as a Service has numerous advantages a
effects when making a budget for an organi zat
SaaS applications which hasarleow hiaridtwaarle iamvde s
study performed by (Hurwtiz & Associates) sun
over 4 years for a comparabl eFigmuegmpdmni nes dolwn

services proviuwdehld ttlhoe tGleowd.er s t hro

SaasS

Service Provider

FiguSef4ware as a Service (SaaS) (Brad 2011).
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SaaS provides benefits to an organi zalhasead wh

application provide the flexibility to store
eliminate the need to carry sensitive infor ma
al | the possible |l ocactieohnhs abfzaedt howatihomut f d
includes heavy costs and Iliability). Further
efficient when it comes to incident response

testi deepgosesure | ogging and efficient system

Accessing data anywhere is convenient, but it

Cloud services, suchndsBMaylerma dedptse, oAT&A] |

saldgity properties. Fomoedpbampl ddesamllatpeoe @ cse
information, data and physical assets includ
net work security, physical geesti secufitgwalkll

ma n a g eamed t accocnetsrsol s and data security perfor me

2.2.2 I nfrastructure as a Service

I nfrastructure can be defined as a set of har

me mor yo acnmrd (sZhou et al. 2010). These component
the end user and are charged in terms of wusag
virtualization to enable th20W2)i.l iltaya S opr avhied
services to create, control and manage the vi
bills (after a period of ti me) for the wuser
responsibilitey @hysmacoalgi mgpdt virtualized infr

soft ware on t hFei gwisrétoutasl tnhaec hli mferastructure as
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users through the Cloud.

laaS

Service Provider

FigutefaStructure dBradSemMuilge (1l aas)

Onetbe challenges faced by the manamgaemegqdd iGr
subscribed to a-hhhestead sdreviaondr aAtgalcft ure may
of bandwi dt h and computed | oadds, bewhfiil ee tfheer
intermittent wuse. Therea da rbee sctoinlsli dseareda , f asawtcdr

|l ocation of the data administration when maki
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rity 1°s an 1 mpoirmaatsitameedraenevispercmant . A
ot her enterprises work | oad and data whi
dent s. For exampl e, using virtualizati on
urces. A system administrator may not hayv
ieht mchtaoe (Gibson et al. 2012.)

gning ideas carefully to personnel, apply
¢omd he security chall enge. I n the contexi
red within the guest operating system and

Aatform as a Service

form as )a d®driwieaes (@fhaaoPPerating system an

ice providers belong Salesforce, Googl e a
API , which all ows wusers to develioopn aonfd tch
| opment environment. PaaS has identical b
urce allocation, virtualization and <cost
p ti mer aatnido nadtmimmei 8t)Zhou et al . 201

devel opment is completed in back end usi

ided by the c¢cloud platform. After this, t
cloud. Compatibilidlyal lsemgqes offort hteh eanowtti i

e Iis no way to choose the HFiigguhstle oseesr vainc e np

PaaS which is provided to the users throug
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FiguPéab6form as (@aBrSed vikkl).Paas)

The Cloud platform can be divided into two caea
compl ete platform application for the user. P
the user as a s,ertvhieceappllni cPaatritoinasl aPhada Ssol ut i or
install ed. Security plays essenti al role i n P
it wi | | [ i mi t the capabilities of d.heThleat mo s
common examples of PaaS are Azure Service Pl a

Yar d.
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2.Bervice Reliability and Availability
For any complex system, failures are inevitab
a the user end. A failwsauofet.wamenowoduraliln tthlkee eh

user willsemaot cgetoyt h d(eB asueerrv i & eA dpr@opv.i2d0elr2: 26

Il n the foll owing <ecwstiodne,r rteirsee dii fl fl e rbeen td i sacwr
2. ErXYors and Failures

The defects in the hardware or the software
eventually make an 1 mpact on the system oper

error has nroags wlvtesr ciormegneéa tof the cascaded err
of an I P packet in a transmission or it can I
The primary characteristic of théedesesrevivieei dp

The problem can be mitigated by a very si mpl

service and the impact of this would be a | i:1
|l onger service di svriwpgtbilen twi Itlh emauksee ri. For ex
during a real time service then the user wil/l

voice call

2. Eiylhnrgredi ent Framewor Kk

The einghtdi ent fr amdwourske dorf o&i ,meitshoaimadéd vy e

of the system vulnerability, davel onpalc |ubsye n Be

about: software, hardware, power, environment
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Each of theplaymo® mpmpmoerntannt rol e and has vul ne

failures.

1-Har dwar e:

Systems are madempognéehies el datmhwmgiec a&lanf dielawdr &

suppliers are expected to eproatiee, twki cshysd e
manufacturing quality. Hardware should be des
so that in any consequence, if a hardware f ai
failure and aftcite veeeowear yauproaoncedur e which res
status.

2Soft war e:
The software is responsible to provide an ap

programming errors and t he asrycshtietne cttou raeb ndoersm agl

FPower :
Power also plays an i mportant role for any s
DC power and stabilization from over voltage,

4Environment :

Hardware sgs8tembihee¢edawinrdornmems daor rpeecrtfloyr.m Tihte
environment conditions such as temperatur e, h
for the hardware. The system shoul dabei dnang

problem or hazard.
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5-Net wor k:

Systems are supposed to be fit into a network
ot her systems. There can be number of device
anot her. Thelsedaevopgtisc al fiber, router, Et he
of these devices can |l ead to a failure which

6-Payl oad:

Thenteraction of the systemdaoneée hgthh htehueu sl ePr ncel

infrastructur e. Some of the el ements i nvol ve
necessary during communication that all the e
7-Hu man :

The routine and tnhcee eonie rtgheen csyy smaeimmst eanrae done |

of damaging the system to the foll owing: Hun
unavailability of the human, |l ack of training
8Pol i cy:

Opreati onal policies are required in order to
user and other Ssystems. These policies often

mai ntenance and repair strSdtAdgi es and service
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2.3.3 Service Availability

Whean f ai | udruer ioncgc uarnsy event for more than a f e\
service request but also fails the retries fo
a complsst ensor event and i f the first retry
failure then it i's considered as service out ;

abandon the request for theélconsiucmawvad |l adn vii ¢

The service availability can be determined b

service Uptime time and the downti me. Both

availability Modkel measutedawabeet he actua
Avail ahb/i |[€isty = t

Wh e,r e

ti s the Upti me.

t4gi s t he Downti me.

Compl ex systems often experience tlaé ftelud agse ro

services or the other outages | i ke redundancy
user services wil/ be Adalmse & 0sler)v.i ce out ages
Every system whether it is based in an enterp

after a certain period of ti me. Ao mssyys t reenq uw hr

occasional mai nt enancewasruec,h haasr duwwag readiunpgd att h @
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nging the position of the system. Il n ordei

ventive plan or backup so that the service

enter pri seofspdfatnvga rigtas numd aatieng wi ndows duri
act wil|l be mini mal to the wuser. |t iI's a
i mum time during the shutdown becauseihbgey
period of maintenance, the availability o

nts to the other system. After the mainten

.4 Service Reliability

iabil ity iass otfhtee ns ucpoenrssiedte roefd t he service a:
rosoft stated (2012) dA[the] reliability er
tinuity, data integrity and comfiadecnotsitald ft
ner . o

vice reliability can be measured easily, t

ns how many times a user service request |

more thdassamwi caicrcegisdul , the better the
Reliabi/liNy = R (2)

e

the successful response.

the number of requests.
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e transaction can | eandpdatviadea efeqgua svtee ds egearri
the application protocols provi hesvetaeasnfa
guest toledfaeluree Arfasaction can happen
und an unexpected condition which prevent ecf
avail able because of maintenamad¢ e scnrgrewadrelroa

mp utBeaduer & Adams 2012

. 3.5 Delay (Latency)

e network based services allow communicatic
| ephone operator, i nitiating a calg awocuelsds b
ur inbox would be a response to the request

the HTTP GET request. I n other words, | at e

e latency i meinsweeat itchhre receives a request de
guest aQude uMarrgn,at equaéstrasaresi mnd K(HB8awer k &c A @

12) .

ndwi dt h:

Net wor k bandwidth is an i mportant bfaanodtwdrd tfho rf |

e user to the cloud or the cloud to the use
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ching:
e response to any request done through <cach

e storage disk.

eui ng:
a busy hourquwéuitrhe idayvereyqekkéeécti ve preve
ch request treated one by one in an organi
eue

guest arrival rat e:

guests randomly occur on twheal neft woe dhuedthe d

ad of the system. A congested network wild.@l

e request response.

Delay = (time)Airoadlfradtoeqlkest (R

@

ad f@actotiMmMe requirednutmbexeciiteequesteques

. Red | Ti me Services

al Ti me service requests are different fro
ansportati onp eSfe cdoantda) (iKnB BKBi |eox aBnptl se , a video
l i ne stdriefadmirregh.ceThoef ot hedrééaltentendbiabil

d availability risks.
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al Ti me services |i ke video and audioot hale
er dat a. Creating a call, processing and t
ere the session initiation protocol IS use.
so responsi ble ooddngi bbal thecedgngl and d
al ti me communication data is inherently ul
re encoded by transmitter is transported co
e receiver spdefentocdemunochavéena (Bauer &
ality of Real Ti me services depend on the
ality of the streaming services depending
er conaer rbayngrieng t he sequence of the | ate pack
.Gl oud capacity, elasticity and planning
e of the great feature of the cloud computi
e ordinary netwerdlknohnadelys 8nadi talboimy redund:
sources to reduce failures of the service c
thin the duration of seconds or minuteas.e Th
e capacity factor depending on the offered
nt hs.
e system overload situation can be well un

ve minutes of a ncaatnu rbael ocvaelral noiatdye d tbheec asuysset et

call their family or friends, which produced
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sufficiently, the service performance will b e

damaged.

2.4.1 Capacity Planning

Server reconfiguration | i ke adding mosrheutRA M gcC
downor a whil e. The services offered from thi
ot her serverrvepgiadiangi mpersant job while ha

1 Migration of the traffic towards the serve
T The system should turn on once again when

T Restore the application, operating system

1T Retarting the application

f Migrating back to the expanded system care

The upgrade and reconfiguration seem to be a

failures. It I's an egixopdrhsaitvybBeandas omewlbkypynsmamt
buy the new servers in order to avoid the tin
the risk of the failures.

Elasticity is an essenti al featurenafl tasowi
support the | oad of applications. The service

for the resourFdguirteh &rgthave suvedv t o make a ba
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Capacity

FiguCapacit

Capacity gr

T Verti cal

net wor k

f Hori zont

of féeoad .

T Out gr owt

t

he

y( NPd tame2ionigl ) .

owt h has different types:

gr owt h: | nst srupe saelfll otckaa e v inrotr ea |
and CPU.

al gr owt h: More virtual machi nes ¢
h: I nstances of the application in

typical characteristic of the cloud.
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Security

me of the enterprises are reluct aonft rtios ka dfoop
nfidential data of the customers. Trade and
curity of the sensitive information and dat
ntrol over the ctbeddata csosdppomepdttoghbe
ographically distributed, so that authori ze
12) .

oud computing provides the flexibonsiawgdodi i

atfor ms. This characteristic makes it a se
mmuni cating with other applications without
prevent the swdtam fthemsame 4at tmeck ha regi
cess their data easily.

. 5.1 Ensuring Information Security

T One method to ensure the information secur

very unique key to rdecusyeptencMaynpyt i doant at oc esn

prevents the access of the wunauthorized us

T Determining which I nternet application is

T Some online activities may be di ftfhiiculwayt a
user needs to carefully consider the risk

T Privacy policy is needed so thhat he heemdaite

agreegnent 2011) .
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Tharacteristics of the c¢cloud for security

| oud servicetenancdgers wBechhmumui plie us
structur e, stoffegueeanaeand abhpbopWws c a&tliowurd. pMwl
rce utilization effiucieentCllyouldy ctolm@uv i ng!l
¢t Watwstelres experience flexibilitydemand at
sioning. I't also ensures the partition

ces bywstheael samevpomamadyppessmbisdnftiyelod 2

| oud computing model i ncludes multiple
mer . Each of them has their ownl wshkaurt he
wing I ssues:

ch of the stakeholders are responsible
pected risk and i mpacts and how to preve
curity properties should be mentisemed cen

oviders and customers agreed
e security requirements catnerbancdyi fdrewiernc

ese requirements are setup according to

er i ssue of t hies "9we ;ureiatnys itsh et loewntelri rod pga
e data processing or the partial control

ustomers will give up their own infrastr



30

3. WI RELESS SENSOR NETWORK

The r aal eWiafel es s sensor net wor k ( WSN) i n t e
applications in the areas of military applic
provardelsi wethutew cost, | ow power ,desse nasnidn gn eat b
design. Smal | sized har ddwapleo yceadm pecazsei®tys oibm s WS

efficiency.

inemet

S, Wireless Sensor Nework
®~..M° | t Q'

User

FiguGen@&r al architedtadr € 0adlf2) WSN (Virtual

The sensor net work based appdgyabdl ong wrehno

characteristic has significant i mportance (SI
wireless sensor network in most of the | atest
without armpasntriucdluar.i Thhese sensors are capab
as temperature and high resolution i mages, W

network i n mostFioduetxhpel8aa pnpsl itchaet iboanssi.c ar chi t ec
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The infrastructure of a WSN consists of distr
and ploommer wireless nodes. The wireless nodes
dynamic wireless |ink. WSNg hcanmei dti sdfritblud @ sl
each of them collects the information from th
centr al poi nt or the access point (not jJn th
Swati, Ri Eha2@&1Brj)yan

The WSN nodes are small sized with | imited me

sensor node consi sts of t he sensing capabi

mi crocontroll er (for the processitog), gAbal ( f
memory (to store the information), transceiv
power to the nodes). The information is tran:

base station for fmmuinheratpooceani mMe. ofThitswoc d
hop depending on the area covered by the netw
demand adrdi veevrentl n continuous monitoring, the
it thastehestation periodically, depeda@mamgd ,ont h
nodes sense the data and store it in the memo
poi nt on regquesvtn, |t hevemwmtdest aomihye nt raann senv & n

(Baghymail,a kksbhenezer & Satyamurty 2011.)

3. Architecture of Wi reless Sensor Net wor k

WSN is classified into two types: flat and hi

transmits the daotdae st.o Tthhies nneeiigghhbbodalra hrigdidne awiclels

point. I n this case, all the nodeosnebadee asgual
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as a cluseey kbheaditledl E receive the informanion
transmit it to the base station. There can b
specific applications and requirements.

For exRmgplga,vrschi béecaauWSN. The sensor nodes a

clusters. For one cluster, there is one node
forwards and receives the data of all sensor ¢
arperesent at the intersectiooommunicatti drheb dtw
Ccl usttéres Cilsust er Heads. In this way, the WSN |

the power consumption andmmwihnichataren.ef ficient

ga i 5 T FE e
/ » \\ Y./\\\ / - \
J /B D\ N ‘x]
5 A A LR =,
y \D—-D\f\ ._“ \&D/ / \\—’/

l
\ , \ O J\ . B Master node
\ m N | \D/ iz B Slave node
g SR S [[] Bordernode

Fi guEem®l.e of t he Ar(cWS&adevcatwcuoreep-otdfe sMEdNe 2010) .
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3.Characteristics of Sensor Node

A Energy efficiency: Resources should be wuti
them again.

A Low coesnsorA metawmoikstcandr eds of sensors, S
each sensor node must be provided.

A Distributed Sensing: Robustness is very i
di stributing the sensorblentthaeadnet woekt hae

A Wireless characteristics: Sensor nodes are
they can be deployed easily without the ne
net wor k.

A Mul ti hop: When metwogk B8 deployed, mul ti
part for the communication of the nodes w
capable of communicating to the base stat.i
they neredl ttloe sdata to the neighboring node
station. A |l arge number ®d mmuondiecst tciasnn ;abne eir

efficient way of communication.

A Distributed processing: Then seam@nr b ensosdée si tc
make i nf(adramatriaomret al . 2010) .

A Node type: On the basis of capability and
sensor nodes. Homogeneous node and Hetero
sensor wedebkbe haame sensing capability and
Het erogeneous group, t he sensor nodes h

characteristics with each ot her.

Figursenow®s t he Mul ti Hop characteristic of W
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front end

query

front end

FigabeEexampl e of mu(lltiiu h& pGendeitkwo.r k

3.3 Power/ Energy Management

A distributed sensor network is emerged as t
coll ection Iin a wide range. The nsostth edirfefd uccutl
power consumptgieome.ntP oowe rt hnea nsaeoms ot rh en estcwad rakb i fl o ¢
of dat a, obtaining a desired result and ener
appeals an efficiermt psofvtiwaerse eapopfrdyaagu awd litlg

suitable energlyeclhhasdwmpt ¢6oh.(ddc 2004: 30
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The energgsiedghni poiemt s dNtaonwa rsdp mpdioca ot iamrds . Ener c
at hardware | evely, cgfclect(DCJu e pteo altowndwtf t he
be adaptive in an active workload condition

mi ni mized by adapting an efficient algorithm

Remote
Accessible
WSN Lab

Energy
Efficient
Models

Energy
Efficient
Wireless Sensor
Network

Multiple Energy

Adaptation Efficiency
with QoS Optimization

Fi gurkx almp | e ef f Eno e €rgSyd OVWOSBN) .

The energy efficyi ednesiarlagbolrei tfhoern eas g Ng. nbA I at bhi I @i €
t hceomput ati onBl stombuteaedtygensor networks are &
and robustness environment al monitoring. The

di stributed WSNs. It provides the efficiency
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transition in sleep mode, whi ch are miagwrrde olnl

enlightens how to achieve an energy efficient

Energy efficient system designs are necessary
which easeinbde quality, scalability and robt

di fferent conditions and provide desired resu

3.Henergy Efficient Communication

Di stributed sensor netwothls enel Ir ®atmetnd re avi o d oau
faul t . Mi cs ®en saonrd mMeatnwor ks provide good qual.
densi ty, | ow damnear gyteomanumprteidooncss. @ n\siocrr oc aann dp
hi gh qualitwgresulats ohoeqai YValent from 5 to

with just a normal <cell battery.

An effectiveanmi csreonsaneg Bt ack have t he ener
communication with the diffetriegqqdt eaptphe caéei ooc

MAC | ayer and Radi o frequency.

I n order to achieve energy efficient communic

hop routing protocols which reduces the path

routing algorithms: Source routing and dista
information is transmitted to the base statio
vector routing, each node pmaiontfainnds tthhee sthaobrite

base station.
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Traditional way fails to minimize energy <cor
Al t hough the MAC | ayer have been adopted uni
802 .rleldpuhiirgelswer consumption which is not suit:
the packet overheads are compensated by the

routing is beneficial at the tramsgei.tter, if

3.5 Sensor Node

A sensor node refers sbowhisgmmgeé gh2| mmpot obne
designers bounds them with the efficiency of
| ocation which is matrtspediafi edhfamdt haceumne
compl ex task to pursue. I n order to utilize

d stribution s(hSluiljde pbcee Bipce caetf iaeld. 2005

i@ e)fe)

FigurSenls2or node.
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Tharchitecture dfi gadrscdhrd snesdes (ofeea sensing u
device (transceiver) and a power supply. A s
depending on the requirementet)¢t dihppematcuroe ond
( MCU) basically executes the information prov
t ranscerievseprosn sairbel e for the data communicati on

operate all tihoenamentiiessnned f unct

Transceiver

A
l

3= Micro-controllar

by
|E>¢ernal Memaory |

BIUINOS J3Mo 4

Sensor 2

Fi gurBl olc3k di agram of Architectbhhre of sensor r

3.5.1 Sensor Network Layers

Physi c:al | ayer

Sensors use RF transceivers for the communi ce
frequencgwct Butoimachieve such conditions, a |
di sturbs the di mensions of the sensor nodes.
it needs |Iine of sight to communicate with ea

Distribueéawosé&ssacmannprovide the solution to t
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range and by all owing mul ti hop conroniufni caei

communi cation over heads.

MAC protocol

Sensor nodes can comnmuna cladve dvattah reaatcen. o tThheirs

the communication which is iownftmomsta od e cMaed aarpyp
protsaaeimpl emented as TDMA fr ame. Power cons
communicati dn aome aarsd dfhfe. power wi l | turn on
data packet. This approach requires synchroni
Net work | ayer

This | ayer i s responsible for initiating the
the saenadurreel i able transmission from the sende

addressing of the sender and the receiver and

Application Layer

The application | ayer makes d9uwmr e tclhoatr etclie fdatr

interpretation of a machine | anguage to the h

3.5.2 | EEE 802.15.4 and 6LoWPAN

| EEE 802.15.4 is a standard for |l ow power an
smal | devices. 802.15.4 is not similar with Z
i s network | ayer protocol

Speci fication:
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1T 2.4 GHz | IMSKan@50Qkb/ s) . It can operate o
1T 2.4 GHz output power (20 dBm)
1T Data Rate up ttep@®@mO@ bkbHdsawdi chs mode. 't ¢

625kb/ s in Turbo mode.

The 802.15.4 network enabl es ansinme acobneacdme f
synchroni ze. It provides access to the slotte
consume | ess power which is achi evsupdry. ftrheme
Meshisagthe abi hetgdata framsmsmiender to aeteablly

paoft 802.15.4 standard but it operates from t

8

PAN
Coordinator—4
Lz}______cl__,._

: First PAN Coordinator
: PAN Coordinators
: Device

coe

Fi gurMesili.ng( Ont PADN12
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rnd lud thmat emmch PAN has a -PANcfrtioomddeait oe @
esponsi ble to process the requests of | oi
he devices. Each devi cebihasgutoviba Uad/d rDe s saens
elsist 1BAN specific address. On the other h
communication among small devices. It has
oute | Pve addr dydses. olfft MTd&Jgwihnde BD2.15. 4
s care of the fragmentation of the pack:@
ers. 6LOoWPAN header includes a eMemolr ka d cerae

d etoauitlisngoft o t2htel 2)i.nk | ayer (Ott

13 Bee Stack

is a | ogical stack at the network | ayer.

er and end device. I't is possiblatto shawne
end devices are more dependent on the re
rtant thing to mention is that within a
dinator or a router cdwearlyl dac haes sd ggwmieade .as
stores the discovery information and r esfy

devices. (DyYynamic C 2008: 11
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3. 9r4ansmission Control Protocol (TCP)/ User D

TCP/ adaxDéBcated between the application and net
provide reliable, point to point transportat:.i
connection establishment haanndd Fieglgersesteiws fi hev & o

header field.

- 32 Bits >

Source port Destination port

Figur®BCR5Address Field (Fu 2008).

UDP destination port identifies the destinat.i
process. |t provides uinclel i abledasatabeamdebev
packets may be out of order or completely | os

the sender or receiver side because UDP t akes

met hodhe total message | ength is in bytes i
optional, 16 bit over header and daFiagu(é&ul@o
01234 g 1é 24 3l
Source Port Number Destinafion Port Number
UDP Total Length UDP Checksum

DR paylood (dota)

FigureDRG6AdEIrelsds (Fu 2008) .
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3.93CMP (I nteoheMe€sage Protocol)

| CMP provides the facility for error reportin

as | P daRaguemsmt socanhbsetsenta router which re

| CMP error messages report error conditions,

messages are often passed Ffirgumseli QWP tt loe appdn e

field of | CMP.

e IP datagram [

IP header IP pavload

—— ICMP message —

ICMP header message

FigurleCMRF . .AddresscFCeROOBDyYynami

3.6 Security Issues i n WSN

Security is one of the i mportant issues in se
il 1l egal access to nheconadutdkhoti Z&VMibdam & ¢ ramabtaib
Moravej @9Hdni.emMn attacker i s a threat to the

foll owing:
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T Al teration of the confidenti al data and r
1 Stealing of the material by being unauthc

T Disturbs and damagesenberchadasteristics

WSN should be completely secure to be prevent

integrity of the network. Security requiremen

T Aut henticati on: The data can ondg fromca
secure source

T Confidentiality: The mo d e o f communi cat
accessing the data contents.

T I'ntegrity: It should be certain that the

The received i nfeorsmantei ars sleaul.d be t h

3. &nkryption

Data in WSN must be secure. Encryption i s o0one
intruders and ot her security threats. To act
medium by a ccpheonkgybwhkabwn by the author
i mportance when it comes to the communicati on

approach wi | mini mze the attacks in s$henWSN
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4 . SOFTWARE | MPLEMENTATI ON AND SERVER CONFI Gl

4.1 Conti ki Operating System

Conti ki i1 s an open source operating system of

necessary devel opmenimut abbs sochuast BeoWsSN. |

| oading and the replacement of prodramsenaKerrt

which can nuetHthiseadifrogu!l ti pl e processes and in
2008

Conki OS is developed for |lightweight mechani
system in constrained environmeémitsen, Alitthosgh

mu tthir eadi-ngreMdilng i s simpl yhoasel ipbrogmyy mtsh avth i
mu tthir eadi ng (Dunkel s, Gramvalh amogWVaimgnti ng 00
systems which include a number of memory con

system. -d&kn vewmemodep p @lrote sa nbt oski ng wait abstr

programmer needs to i mplement the control flo
( Duenlks, SYvohot d&, Al'i 2006 . )

4 . Conti ki System Architecture and Overview
Conti kin hpaosr tleedle t 0 many microcontrollers such

AVR. The MSP430 controller has 2 kil obytes o
processing power. These microcont frcdlilper sComa v &

consi st s of a Kernel |, l i brari es, | oader , and
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program or a service). A service represents t
process. Processes ar e dyinmeni cAl |l y commmpuaceat
processes goes through the Kernel. The Kernel

it enabl es t he device dri ver snkted s¢ o nemwmivcd tl e

2004 .)

A process ies fduenfcitnieodn sbyoft han event handl er an:qt

the private memory while Kernel points to the
Spaceaameédh in separated domai ns. Inret ébry prosdea s
event . Conti ki OS is classified into two part
program | oaderti mheand@dngupapger tr uhi braries and

device driver for .ha&ardwareei csommoummpi ¢ &2tdi ars t he
in the device beforeanhet chepil byeménaft dhedeplk e
|l oaded in the program | oader, It obtains the

stack or directly attached storage such as EE

4 FBeatures of Conti ki OS

Conti ki system fheaast wsroense wphlriocrh naerng as f ol | ow:

T Loadabl e modul es

T Threads: Preempt-i heedathseads and Proto
T 1P to Wireless Sensor NetworKk

T 6LoWPAN: I P over 802.15. 4

T Energy estimation and consumption through
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T Power consumption measurements at the netw
T Comunication in network shell

T Ri me st ack

4 V4 rtual Machine and Conti ki Virtual Machi ne

The approach towards Virtual Machine signific
physical model . It al so r eadcutcueasl tnhaec hhi unnea nb eecfaft
sophisticated environment in which the progra

often used before the deployment of the WSN.

such as Javawwichuals maedHi neenough to perform

machines are needed to be configured in order
code is implemented on a virtuale madli md Damdk
2006 .)

4. £Lohti ki Virtual Machi ne

The design of the Conti ki Virtual Machine (CV

an application specific virtual machi ne. CVM
running onam Imachmpéemented on the virtual r
machine. The design of the CVM is the same ascs
stack based machine including separatetdeg®edes
arithmenicondi tional & conditional branches an
be i mplemented in two ways: by invocation of

functions i mplemented in napavemebde. wihhcb 1
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function to be <called. The native function

compilation by the wuser. The user also compil
CVM program. hBy niandlvuedifnugnctt i on i nterface, t h
native function including the services provic
functions are invoked just | i ke any otbaes t on
translate them into special Il nstructions for

functi ons MM rsotuagchk .t h(eDuhkel s et al . 2006 . )

4 Aor chi tecture of the Kernel

The

p

S

k

p

er i

che

i nd

roc

Asyn

r

S

p

et u

che

roc

nvo

Conti ki Ker nel consulsers whii @ah ldighpatec lgeér &

0]

d

(@)

dically call the processes and the pol i
ul er once it has been schedul ed, so the
tosf ienvemmhe Kernel: Asynchronous and syn
duresqubarke ewdnt atna@ t he target process.

hronous but they i mmediately rcalusean henlt
ned to the posting session when the &ev
uled to a high priority synchronous even
sss®e. oThasynchreosnhoau ss ppavceen t 6 crddidmisog @ earc ke a

ation of thetewdnt 20®dmMdl)er. (Dunkel s e
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4. 2 0hdabl e Progr ams

Loadabl e programs are i mplemented by wusing r
cont ai ns timdg orraladd atni.orVhen a program i s | oade
to allocate the sufficient memory based on th
program is | oaded into the memorrny,oft hehd opde

I nitialization function may start/replace one

4. 5. 2 sRawdre

The Conti ki Kernel does not provide any power
i mpl ement such mechanntssnsoft ot lopespnteempeBy et
help of the event scheduler which exposes t he
power down the processor. The processor can

handl er g oahanddedt hese external events.

4 . @Bonit ki Li braries

The Conti ki Ker nel only provides the multipl
optionally attached with the program and 1 mpl
theograms in three ways: Statically linked |||
staticakég | i brary program that is attached a
can call the i mplementatieoseofvi spascicfainc blei Wrya

atun time. (Dunkels et al. 2004.)
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sider an exampl st hpe ofgalalmo wihng:h i ncl ude
memcpy() and atoi () functions are used to
memcpy () funatsiesn Cf rladpueantyl f uncti on
atoi () function is |l ess frequent and used
memcpy() function, in this case included i
atoi () function wil!/ not be included in th
As the linked program startsfuoncproduwel th
against its static address in the core

The object code as the part of C I|ibrary

program binary for mat

4 . CCommuni cation Support

Con
rep
t he
dri

( Du

ti ki all ows t he i mpl emeant aerenceft acommahb
| acement. This allows multiple communicat:i
communication stack can be broken into d
ver which temaeblreespltalte meanh of i ndi vidual [
nkels et al. 2004).

vice mechanisms are used by the communi ca:
nt s, t hat enabl e the communicae i dni wert hr &
oming packet i nto the communication buffe

vice by using the service mechani shi groet.

ul P and Ri me. ulP uswpalolvy des!l Il ®@edv DO@R/N IhR awls
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able to use either one or both of them (Dunke

‘: . e 1]
| Application| |
' Application

Apphication

¥

Application

{ \
7 \

ulP PR Rime

T o]

Low-power
radio

—

Ethemet

Figur@Gommuni cation stack (Dunkels 2008) .

Characteristics of wul P:
9 Decl aration of processes, open TCEP_loirste

udp_new() )

T Establishing of new connections, post an e
the arrival of new dat a

T Process return, sending a reply packet

T Polling is done periodically at TCP connec

T uip_udp_pack&DPspadketi senhtdefunction. (Dun
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There are two APls used for ul P:
1. The Ar awaodruilvPe ne viemlt. l't used for smal/l pr oc

2. "Protosocketso (bwseddsobeptetoftbDurkdbsype2p0

Ri me

T I't i s at |prgihmiwteiigdh for a set of communicat|

T I't composes both of the simple abstraction

f Rime is connected with a chameleon modul e,
and protocols (802.15.4 , 6LOWPAN, | Pv6)

T Chamel eon modhwlidd ei §F oredipader constructi ol
stack

T Rime is responsible for packet attributes

data col | ecetpiaorna tperdo tforcoom(sDhse kpask@00Bgader

4. Tommuni c asttiraamctAbon ( Ri me)

According to Dunkels (2008) there is a set (
broadcast (broadcast), Single hop wunicast (u
effort mul ti hop wunircalsitallmaul mulhtoip)homMHowpnibya &
hop flooding (netflood), Reliable multi hop f
tree routing (collect), Hop by hop reliable n
dicswery), Singl e hop reliabl e bul k transfer

(rudolFp gl)ypedelsthnet sbl ock di agram of the Rime co
modul e reduces complexity by compidecnmplcxdd yb

handl ed through different | ayers.
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mesh
¥
route discovery
rmh ruch collect
rudolphO ,
runicast
L 3 L
rudolph?2 rudolphO multihop stunicast netflood
L 4 L J A ¥ L 4 A
stbroadcast | trickle unicast neigh. disc. ipolite
) 4 ) i
polite broadcast
I
abc

FigurRi mMe .Commu n i(cDautnikoen. ss t2a0c0k8 )

Ri me

mo d u |
chann
appli
i ni ti

chann

communicatiolmi tis claemnelfi edhdedynddodes ar e

e to use on a partiasutl aon chlhramet!| DIFDL d

el 130. Channel numbers smaller than 128
cations. When a pacckoendpatrora nvreesd bae ftarnmee tol
alized. The connection must be opened al

el, call backs) .
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Lettbask e a | ook at an example how the call bac

(Dunke)s 2008

void recv (struct broadcast _conn *c)

{

printf (A received message fi) ;

}

The above method called, when data is receive
struct broadcast _callbacks ¢cb = { recv};

struct broadcast _conn ¢c¢;

Af ter tihils,opween W he connection by setting up t

broadcast _open ( &c, 128, &cb);

T &c is pointing to the connection.

T 128 channel setup.

T &cb is callback structure.
We can also send this message by initializing
vosdnd_message (char *msg, int | en)
{
ri mebuf copyfrom (msg, l en) ;

broadcast _send (&c) ;

}
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So far, the discussion provides the details
Kernel, Processes, concepts of c@omwinkist dickt uad
t hat Conti ki I's useful for the depl oyment of

mul ti plexing the hardware of a Mexmtsowe nwit lwlor

application devealgopmerCt, WIiNlh ahav acGUU s i

4. 8 Application Development with Java

4.8.1 Java Programming Language

Java i1s a class based, object oriented, gen

i mpl ementation design dependenilexs.atdawa whs c

written on one plpthofmiaed codeDnco@amiyl e on

makes it platform independent. Java is the f
applications and dynaniav aweld feragesabSapmlcet ©n,
collection and | ibraries | oaded with network
provides Graphical User Interface (GUI) which

Somet o contents of Java that we are going to

1. JDBC (Java Data Base Connectivity).

2. JNI (Java Native Interface).

3.Java GUI (Graphical User I nterface).

Next we will discuss one by one the character
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4 .28 .DBC
An i mportant area of tmhceofilwhaedevsel cpmabt ei o
dat abase. JDBC provides an interface -ftrhireorudglhy

and capable for the dQt abacsessoameécrtetomieval a
Java application or over the I néevneotnondarnvena ti
dat abase applications by using the functi on:

i nterflagcean(dAPt o be specific,BQlava( ®uaudambakder &a

1998.)

Java Database Connectivity is an APl special/l
classes and interfaces which @a.e WDBGtrahli aaws
dat abase applications through Java software.
rel ational dat abase system. JDBC wuses a rela

actually made on t hbheastteopCommecthieviQpyen( M=AB Q&)

commercially &Waiilmumldea 2d&t@gppd siec at i on connect s
JDBC .API
Tawva —— y
Application Client machine
JDEC

DEMS-proprictary protoceol

DBMS Databaszse aerver

Two-tiar rmodeal

FigurTewo2®i err moRIREC donnect(iPanj wihlh2)dat abase
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The Structured Query Language (SQL) is the mo
Management System (RDBMS) to provide compl et e
Figursehoaws the interface of theonldtbh8iCt drofvetrhe
JDBC has to execute SQL query, which wil!l acec

appear on the Java application.

Fi gured abldrhet esnt erface and connectivity from
Management System. The three tier models are
remain the same -@GDRE@pbr ifd@PBGOEDRIMBChTrviddes wd i
gateway interface from JDBC to ODBC drivers.

drivers such as MS Access.

Java Applcations TDRC APT

JDEC Dniver API

JDEBEC Dnver Manager

JDBC-ODEBC JDEC Driver JDRBC Dnver
bridge
ODEBC Driver —— [ ]
‘—___JP
S DEMS DBMS
S o
DBEMS

The two layers of the JDBC Arxchitecture

FigurTehe lactual connectivity of JDBC (Raj 201c
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Il n the foll owing pages, the flowoehaas$swéblr a

table and inserting values with JDBC are pres

Connection establi?h}ed
1

Create tables and
enter values (2)

Printing inserted
values (3)

Connection closed (4)

End

FigurFl 2w .chart of the database connectivity (

Figurex@&ann det ai |l of how the connecti on e S

establishment and condi tEiacrhs bfl orc ki n se retxipd gai a ¢

i FRi gure 23
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J

Enter user name,
password and the
database URL

Connection closed  (4)

‘ Create a Table ‘

Initiation of connection d/

Insert Values e

Print connection terminated

connection failed message

End

Printvalues  (3)

connection establish message

]

\

FigurkEl @B8.chart of the Database Connectivity.

Codesnh
String
String
String
Class. f
conn =
System.
The f ol
and dat

ectcon establishment are as foll ows:
user Name = "pma",;

password = "";

ur | = "j dbc:dmys gry:s/q/l | dcalshymd ta/xt € ot "a;c c e
or Name ("com. mysql.jdbc. Driver").newln
Driver Manager.get Connection (url , user

out .println ("Dat;abadgde rdomnne cwthienn ceosntnee

| owi ng program part shows how the wvalul

e are entered to the database.

/*Insertlng table****************************
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Statement s = conn.createStatement (),;
i nt count ;
s.executeUpdate (" DROP TABLE I F EXISTS
s.executeUpdate (
"CREATE TABLE data ("
+ "id I NT UNSI GNED NOT NULL AUTO_I NC
+ "PRI MARY KEY (i d),"
+ "Temperature CHAR(40), Accel eromet
+ "Battery CHAR(40)CHARM&0)CHAR 40) ,

System. out.println (count + " rows wer

The above codes provide the SQL statements to
a table into the dat abase asnedr tceodn.f i Trhmss odnactea t

in a systematic way can be printed to the scr

4. §a¥a Graphical User I nterface (GUI)

Java GUI is an application program which inte
entering dataxewlfiammtcontaihy and returns the
di fferent package | ibraries. The ones that h
l'i braries are responsi bl e fToex tmakkrienags ,B uG hteocnks ,
But taomd ,Dowolpi st , Panels and Layout Manager. TF¥

perform some action on the GUI
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4. a4 a Native I nterface (JINI)

Wh eintmbescessary to overcome thteommawceg oa@amsatyrean

native codes C/ C++ should be used. Java al so
(INI) . J NI can be a |ittle bit complicated be
applicationsscagCi#&é nbde bheulava class that
publliacssc JavaJNI { /'l main cl ass

static {

Sysnt ¢ oadLi brary (" Nati/vielaad'i)nmg | i brary

}

public static native /imComptemySttornsng dev Name
pubdtiatic native void conf (final int fil eDes:
public static native String read(final int f
public static native void close(final int fi

publaitcd cstvoi d mafi n( St r/i/mgl[iln drugww)t i on

i ftd ="dpew (0t} yUSB /|l openipmg tUSB
JavaJNIl.conf (fd); /|l setting up configurat.
Systempountl n(JavadNI/. /rperaidn(tfidn)g) ;t he data r ea:t

JavaJNI.close(fd); /'l cl osing the port
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opening port (1)

reading port (2)

N

closingport (3}

FigurFel @art of the Java Native Interface (ge

| #Fi gureth4 configuration of the serial port

chart will expl ai n Etaltceh a bnhav ev i pdrucad e sbd giark sd edtbaei
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Reading the data (2)

If No initialize an array

Port Open —

Unable to open

Yes while [ read the port
until the message
end)

Configure port

return the array
Setl/0 speed

closign the port (3)

Set Local mode

End
Set attributes

Figurdawa .Native I nterface.




64

4. 9 Website Devel opment

The Website Devel opment 1 s an essenti al requi
from wireless sensor networ k) on the I nternet
frepen source software. L A MaPc hper oWT TdRe ss ear vceormb |
PHP for a Linux environment. The software com
of cost, open source and because of i1its compc

di stributions.

To perfoomypbeeppeti ment, a | ocal host web se

each software whi chewedlokp mpeanrtt winl It hbee cwikedbess U ses ¢

4. PHP

PHP (Hypertext Preprocessor whishaobkfeewv®r asagd,]
programming mode as well as web development d
with a PHP processor module which generates t

HTML scripting s@uary ewkttdrorual nfeieldda nt o proces:

The purpose of using PHP in this thesis is p

secure and which provides compatibility. PHP
dat abase easilyoantdhealwebsiteappeanl so provi
make a good result. To make the website more

Style Sheet (CSS) is used to nmpke an appealin



65

Il n the néexML <toadde ars Hntroduced.

<! DOCTYPE ht ml -/ PWBLCI CDTD' XHT ML 1.0 Tr

"http:// www. w3. or gkTrR/nxshittmloln/aD T. Dd/txdh"t>m| 1

<html xmlns="http://www. w3c.org/ 1999/ xhtml" x
<head>

<l'ink href =r"ecls=s"/ssttyyllees.hcesest"" type="text/ css"”
<met ae huit pw="-Cyma "ecnant ent ="t 8BX't / Ht>ml ; char set:
<title>Data Clollecting Center </title>

</ head?>
<body>
<div id ="header">
<h1>Cl oud Platform</ hl>
</ div>
<div id="container?">
<p class ="title">Welcome to the Data Ce
<div id="navigation">

<br/ ><br/ ><br/ ><br/ >

<a href="main. html">Home Page
<a href="">Next Page</ a>

<a href="">Set Values</ a>

<a href="">About </ a>

</ div>
<?php

/'l Her e weoumpPHMMelndgi ¢ t o get
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? >
<di v i d="-dDar tae mtn‘é> Glr ap h .
<hl class="title">Temperature
<p>This data iIis taken from th
</ divsdEnd of --he page
<div id="footer">
<p>Copysr i&chopy; <a href="#">Pl ain
<a href="Kamran">Kamran</a> </ p>
</ di v>

</ div></body></ht ml >

The above HsTeMLt pcoagneadceosrryyi ng a very simple str

i's an Internet awarbeuidystienm twi tahc cresscsulFeTP s er
al so all ows designers to write the code in C
PHP i s espaetchiealder vuesredsi de web devel opment wh

cde can be executed by PHP runtime which wusu

i mages ofWwkbgediea 2013

Security in PHP applications is necessary to
PHPI DS providesesetorithyey P&l application such
cross site scripting, SQL injection, header i

inclusion, and deni al of service (DoS).
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My SQL i s world's most used open source Rel ati
provides an interface that accesses a number
devel opment, MySQL is the best thbase.tbt make
component of LAMP which i s necessary to stor e
from the database. My SQL does not of fer admir
dat abase. Users arieneahloeoltso ousedeskmmagpndvelb ap
and manage MySQL database, build database str
If
initializeing user No
\1/ Query Could not retreive
initializing server
Yes

connection
established

Selecting the database

table select

Fetching values

)

connection failed

Could not select

Figurdy 86L .

Retreiving establish

while fetch all
the values untill
the table end

while print all the
values untill the
table end

v

connection closed
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Figureexpdai ns the f 1| owllds eMycSoQQd e sc ommmeeve ah aowm . tPAHF

using MySQL

$user

$pswd
$dbName

$server

$dbConn

statements.

"pmAl/ ; Here we define connection value

"test ' ;

"I bedat dowe "t ry to establish the con

/'l We also use error control oper at

/ImMessages

@mysql _connect ($server, $user, $psw

if (!'$dbConn)

{

echo

}

el se

"Connection failed: " . mysqgl _error ()

i f(!'mysqgl _select /dHEe$ kb Wemes)e)l ect a
{
echo "Coul d n o te dalt adta s e$:d k

mysql _error ($dbConn) ;

el se

{

!/ sel ect the tabl e

$tabl e "data';}Yy/ Table & Dat aba
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shows how to fetch the data from th

$queryString="select * from $table

$guer yRes ylutes yrapgaqler yString, $dbCo

i f($queryResults == FALSE)
{
echo "Couldn't retrieve dat a
}
el se
{
$result = mysql query($quer

di e(mysqgl _error());

while ($i < mysqgl _num_f |

$met a =
mysql _fetch_field(

i f($i >0)
$header Phatmet a

if (! $met a)

{

echo "No infor mét'i;on av.
}
$i ++;

}

echo"<br/ ><div><tabl e>«<1
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echo"<td >%$header [ 0] </$theeradted I RHe<d dar>[ 1] <

<td>%$header [ 3] </td><td >%$header[4] </t d>c<

/'l Here we read data i nto an associati Ve
Irflows .
while(($row=mysql fetch_assoc($quer yResu
{
foreach($row as u$c)o!l umn
{
i f($col umnName ! =
echo "<td>%$valuec</
}

echo" </ tr>";
} /' /' end of whil e

/|l end table and div.

echo "</table></div>";
} }
mysqgl close($dbCdnn)i;n the end close the conne

The

aboveedode® ifeteh the data from the datab

di splayed on the web page.
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4. ApAhche HTTP Server

Apache HTTP is a web server software program

Apache sedeeel opgifergsand hostingntwehatsiothe s cWwie

aut hentication and security modul es include:
and the successor to mod_digest. Securet Socl
(mod _ ssil ), a proxy modwlre t €d mod mpdoxewri maerUR

(mod_l og_config) andntiutde)i agdW¥iglmpupe ¢¢ixdg mop2a0 1
Apache provides a compression meitblodi ®fi mphkt em
reduce the size of web pages over HTTP. Anot'
for web apWMdd c@&ecdc wipisastcyh® serves many websites
configurable error orhe sdsatgelsaseauvarmdentoctaénbnn

Graphical Usef(W kRt pefilaae20GBI . )

4. $6rver Configuration

Ubuntu server has the same archive as the st
installs a defaolft dpatkageésveThese packages
wi || not instal]l a graphical environment or |
server packages are brought from theisamdl a&rd
instal]l it |l ater. The archive gives you the f
server. The ground values have been establis

packages than the or & Barmry eWdHiLtid8LW.: ( Hi | | He l
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rences in Ubuntu

e most i mportant di ffer

equency to 100Hz rather

010) A[ The] |l / O schedul

r virt

ual i zati on, me mo r

d throughput for serivter

sign used in multiproce

19t. ps for installation
ep 1

rst step is to dapesmal ¢ e
ternet. It can be insta
ep 2

ter the server install a
ckage Management

untu offers different

cording to Hill, Hel mk e
' I owi ng:

1. Main: This repository

Server

ence I s a custom se
than 250 HzBumgerr di
er is wused instead d
y support and routin
S vappppd ritcsath aonisc NUWMA F

ssor systems which d

and configuration

Ubwae eswbkbrebkrcaht bes
|l 1l ed by using a CD o
ti on, there are few

package features | ik

& Burger (2010) A U

ihn tasl los fpaclhadgessuplpy
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2. Restrictedof twiatrhecrl eidtersi cted copyrights mo:
3. Back :pdnt of fers newer version of packages
4. Uni ver se: It contains packages maintain by

5. Mul ti verseo:f twatrlef §eme price

APIGet Repository

APT stands for advance package tool which 1is

installation of new software packages, upgr ad

This dwiodegrthe ease to the wuser working over

admini strsati(dn |l d¢r iHett mke & Burger 2010.)

Aptitude

Aptitude I s raegsrta p $uusicetard d i nftoerr f ac e environment
f unct i oonmmmmagn do fk ecy s . I't is the highest | evel o]
colorful textual front endethat can be interc

Configuration

Configuration of the apt system reposi tioriees T

repositories can be entered or deleted by the
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Step 3

After Package management, there are also sor
Configuration (TCP/ 1P, DHCP) , DomdimuName oBer
Admini stration (Open SSH, eBox), Net wor k Auth
configuration.

Ub

Th

curity
e of theadhknyporat asrytst em Admini strator 1is to
curity becomes more I mportant when it 1S cC:¢

ry secure platform. The team pr oduwcoest ofofliic
ich means once you instal/l Ubuntu server on

om the I nternet by default.

count Administration

untu does not provide the root or adenciumiistyr
e user added during installation process i s
do to perform administrator tasks. Sudo al s
th super user priviilsdadgeag.orl tt oalasdad &l Idews tteh

ofiles and password policies.
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Firewall

The Linux kNemedubémegdtuedlres It i s used to measu
received or sent thr ouagnh ItPh et asbelrev,ers o I|tth aatl swh
by the serverNeti tf owitlalk ealdlecw stiloen whet her t o a

the rules saspplvepdcdby ttalbd es. This | P table is

Certicates

The most common fosm$ hekepyblepcogpbhpbmenda hwer
through a combination of public key and a pr.i
the public key, i singnpoiihgt appkcanpnpomzgEt e n

seenSeicrure Socket Layer (SSL) and the Trans|

Certificate is a method used to distribute a
or ganitzhaatsi omesponsi bl e for it The Certificat
Aut hority (CA) which is a third party assura

certificate.

To achieve tot al security, woedkuinrgesk namwl iendgree
Ssystems. No system is completely secure. Sec
system from all of the attacks but also to ma

break in the system.
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5. EXPERI MENTS & GRAPHI CAL USER I NTERFACE ( GUI

Il n order to integrate the WSN to the website,
devel oped. This application allows the user t
dat aheodat abase. The application is devel opec

been used to get the data from the WSN. For
communicate with t he database thesJasadDaAhb

attributes are combinEdguneo?2@ application sh

URL: |ttp:/flocalhost/Kamran/<AMPP | JDBC: |Connect to MySQL |

Serial Port: |/devwityUSEO BAUDRATE: |11520CI Info: 8N1

Get Data

Fi gurGr ap/hi cal User I nterface (GUI) Applicatic
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5.RISS I Measurement s

This experiment was done tion mehaes ucroer rtihdeo rR 1
two wireless sensor nodes at mul tiple distan

message from one sensor node to another and |

which Iis connsenesdrt modre of t he

First the RSSI values were measuFiegurmedad adbde ag e
the behavior of t he RSSI val ues at di fferent
di stance and the average RSSI value has been

Plot of RSSI values
'55 L L L L |8 |8 |8 |8

RSSI (dBm)

4
al
]

1

_90 L r r r r r r r r L
0 1 2 3 4 5 6 7 8 9

Distance(meters)

‘N

Fi gurMeas8ur ed RSSI on the ground between two
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As the distance increases, t he RSSI val ue dec
three meters is minimum which dependsd otnhet h
environment conditions. | t can be seen from

decreases which shows sensitivity of the sigr

are fairly good from fourcametsernts atto trhien g erhatte

the distance is I|linear.
Secondly the measured RSSI val ues were taken
Figursenhoavs t he behavior of RSSI measurements a

Plot of RSSI values
'50 |8 L |8 L |8 |8 L |8 L

RSSI (dBm)
.
o
]
1

r r r r r r r
0 2 4 6 8 10 12 14 16 18 20
Distance(meters)

©
o

Fi gurMe a2s9ur ebde tRa5eSeln t wo sensor nodes above the
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The pl ot indicates the inversely proportional
seen that the RSSI measurements are al most |
t wenty. mett ers noticeable that the RSSI iI's hiog
which i s dependent on the construction of the

guarantees 20 meters of communibawatlidomghet ween

FigureomMmpares the RSSI val ues measured on t
measurements show that the RSSI values above
ground. The reason is that gr ¢hredszahsorbsodres

Plot of RSSI values (On the Ground vs. Above the Ground)

'50 L L L L L L L L L

RSSI (Above the Ground)
-55 ~— RSSI (On the Ground) ||
-60 4
-65 -

RSSI (dBm)
.
o
]
1

r N r r r r t
0 2 4 6 8 10 12 14 16 18 20
Distance (meters)

©
o

Fi gurRSSI0 measurements on the ground vs. RSSI
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5. 20Lu®iEyecuTiindde asur ement s

I n this part of experi ment, the query execut
takemgusPHP in which the transfer time and th
SQL i s Fs lgauwme.e3Stlehnet st i me required to execute on
The values have been taken utsiinmeg itnhtee rlvoad asl. W
time varies in every time interval when exe.:

execution time depends on the | oad of the sen

Time duration of executing a Query in SQL
900 F L L L L L L L L L

800 - -

700 -

600 - -

Total time (microseconds)
Transfer Time (microseconds)

500 -

400 |- i

Time Duration (microseconds)

300 - -

=
=
=]
=

100" ; : : '
0 1 2 3 4 5 6 7 8 9 10

Time Intervals

Figur®eQl31lQuery execution ti me.
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t

f

I

The total ti me dtureeatswmmatsi ore acfurckidfTfodgld en tl

Tabl € he duration measurements of different

Factor Ti me duratiFactor Ti me dur at i
(mi crosecol (mi crosecol

Query starib58 Checkenmi si16

Opening tal51 System |l ocl21

Optimizing|1l2 Preparing 22

Executing 9 Sending dat1l166

End 16 Query end 15

Closing tallé Freeing it«¢32

Logging sl (10 Cleaning ujl1o0

The different factors involved i dTabhe Téxe ctutti

ti me of execution can be calcul ated by

simply
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5.BecuredsgyurMe ment s

Secur ity mpsortthaentmopsatr ti i n web services. To eve
average processing time for encryption has be

using the PHP script of two known algorithms:

MD5 i s aapdriypthoagsrh function which process as
1218Bit fixed |l ength hash value.-biThi l bakt whl «
that the I ength of the message i®onditeichinhlge el

sendhise message by encrygpeéc mgtp ivei twhi tthh ep upbrliivca tkee

Thehab12 alegarnirtekma number of operationbitn t
wor ds. 't requiresonontloy poenref obrlno c&0 oift eorpaetriactni s
the practical messageatgpestiemd | sme ucsfe st hme patl

and a private key to decrypt the message.

Figurid [ A3xtrates the biehavi Dhe opl athei pdioca®tsess n
is al most the same from O byte to 2 bytes of
Ssize bytes. The processing time fluctuates t ¢
shotwsat the processing time is proportional t

increase as the number of bytes increase.
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Plot of Processing Time (MD5)

7 F L L L L L L L L L

6.5 -

5.5~ -

Processing Time (microsecond)
(6}
]
1

3.5 -

3 r r r r r r r r r r
0 2 4 6 8 10 12 14 16 18 20
Input (Number of bytes)

gurtkl o3t2 Processing Ti me (MD5) .

xt the processingishmekropgBd8eddHhE2 pdlogoriintdhno

ocessing time in shab512 is relatively high.
byte to 4 bytes. But it is increases to the
comes 8 bwntgegs. mPr ocsesad most the straight | ir

ich indicates that shab512 algorithm has the

the input side.
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Plot of Processing Time (sha512)
15 F L L L L L L L L

7

14 -

13 -

7

12 -

7

11 -

1

7

10 -

Processing Time (microsecond)

6 L r r r r r r r r r

0 2 4 6 8 10 12 14 16 18 20
Input (Number of bytes)

FigurtRl a83t3 of Processing Time (shab12).

Aftepiggas he speed of both of the algorithms

Fi gurceonmpdares MDS5 and shab512 algorithms with r

is faster in comparison to the2sha&51s2 oavl g oorri
i nput data bytes. Both of the algorithms hav
processing. MD5 has been used in many Linux L

new and i s al so uocspeedr atni mge ws yLsitneumxs .bas ed
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Plot of Processing Time (sha512 vs. MD5)
16 L L L L L L L L L

14 -

]

shab12
MD5 -

]

10

Processing Time (microsecond)

r r r r r r r
0 2 4 6 8 10 12 14 16 18 20
Input (Number of bytes)

N

Fi gurRr a3cdessing Time (shab512 vs. MD5).
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54 Cl oud Computing Simulation

|t I S necessary to |l earn the behavior of cl
dep!l oyiomrg tihti.s pur pos@budC3ionu dpSrionv ii dse su stende. gene
simulation framework that enables experimenta
its application sétviaonas yaed it her asatriveatsudesi
and ahéowdatestso concerned about the | ow | evel

infrastructur e.

I n this experimamieequédet stuibme sandntbé finishi
First the simulationrErcdnper  hamdwoeaakhsead un o

Int er f acepliost utsheed gtroap h of(fsk&iehgeu )sei nBu6l at i on val u

A hypothetical scenario is establ ilghedntsa sarsa
Data oept €Etonudiseéet and one VhetspecMAcbaneon of
Virtual MachiTaél Bls@ldeusitirsatde heeh HieDsttohYal r t u a Ma c t
despite of talbbh eheapsiubathe dienans 1 wwkdoe |Ibd owe ain
cd oWwhen a reque$@ oiudlienti tdieaxtielke,s how to schedu
servicewiedue dtteivadh et pab.Thac bi nekFidg agex pdInmii ms t

scenari o in detail
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Host VM

Request Task Allocation

:> Cloudlet

Fi gurhky p3cbt. hSecteincaali o of the Data Center in the

The setup values defined in the simulator are
Content [Val ues Content |Val ues Content |Values

Repeated simf 10 Cloudliet create| 2 Hog¢ tH) 1

( HRAM 16384 Mb (H9t orage |1000000 MH{(HBandwi dt|]100000
Architect|x86 oS Li nux VM Xen

VM Storagqgl10000 Mb VM RAM 512 Mb VM Bandwi 1000

Number of |1 Number of |1 Cost per HO0.1 0

Cost per K3 0 Cost per NO.05 u Cost per 0.1 u

Tabllen®ut values to the Simulator
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O w:

The output obtained from Java is given bel
Starting CloudSim Simulation for one Datacenter and one Virtual Machine...
Initialising...
Starting CloudSim version 3.0
Datacenter is starting...
Brokeris  starting...
Entities started.
0.0: Broker: Cloud Resource List received with 1 resource(s)
0.0: Broker: Trying to Create VM #0 in Datacenter
0.1: Broker: VM #0 has been created in Datacenter #2, Host #0
0.1: Broker: Sending cloudlet 0 to VM #0
400.1: Broke r: Cloudlet O received
400.1: Broker: All Cloudlets executed. Finishing...
400.1: Broker: Destroying VM #0
Broker is shutting down...
Simulation: No more future events
CloudInformationService: Notify all CloudSim entities for shutting down.
Datacenteris  shutting down...
Broker is shutting down...
Simulation completed.
Simulation completed.
= OUTPUT
Cloudlet ID STATUS DatacenterID VMID Time Start Time Finish Time
0 SUCCESS 2 0 400 0,1 400,1

Cloud Simulation Finished!

Th e es ul tssi nouflaatté eopnl Roitgtuerde T B €

-

| CloudSim Simulation
= o

CloudSim Simulation

2 250
2 o000 |
1750 i
1500 |
1250 Ll | | i

1 000 . (1 A ¥ | !

Finish time

750 . fn S hdiah ARV [
n A N f ¥ \ L |

S00

250 || A

[u} 2 500 S 000 7 500 10 000 12 500 15 000
Submission time
— Random Data
Fi gurRl o3t6 bes wemns sahrefchi ntiisthe t i me i n the

Cl

unigti voefmi Mlnmeecends

oud.
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6 . CONCLUSI ONS AND FUTURE WORK

I n this thesis, an integration of the Wirele
performed which is capable of gettieampdrhat udrae
Light and batard ysawifrog mahemni)nt o a database.
data stored in the database. The goal of the

sensor node on the ecskkobtdtesbromaanywhemae be @

applicable to smal.|l areas where measurements
smal | wireless sensor net work and where the
Il nterneta,n wlitioal mi < al and effective way. i hhese
| T interested.

This thediag diwmclenedds as a software 1 mpl ement af

Net work technology has beemmiam@l|llyaeduagnes ah awu

Critical aspects | i ke security, di stance &est
Net work are investigated. The Sensor nodes ar
One of t he I mpoptapéctparssthbé Ghaphical Us e
programmed in Java to store the data rec-eived
server has been installed and configured to
enviemmnmreceived from the sensor net wor k. PH

website that reads the data from the database

A gauonderstanding of \Wiarselweslsl Saesn smrro g\eat nnoirnkg
Java, embeddaendd My 8®QHu i red to build this proje

about the Linux OS, Web Server configuration,
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After having the grasp on the performance ev:
tdoat the range of the WSN is |Iimited for the ¢
i mproved by wutilizing the higher ranged tra
application used in ta®GUs @ppej ecitc(at@mo NAe pem htahne
cloud server can be enhanced to provide the

environment .
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