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SYMBOLS 

 

n   Number of data point selected  to calculate average 

PMt  It is the moving average in period t 

Xt+1     It is the forecast value for the next period 

Xt     It  is the real value observed in the period t 

Ŭ  Smoothing constant (0< Ŭ 1) 

╧    Average of bytes in a period t 

╧◄      Forecast of bytes in a period t-1 

╧◄       Bytes in real time in a period t-1 

╢╣     Simple exponential smoothing value at the end of period T 

║╣    Double exponential smoothing value at the end of period T 

♫     Constant for trend setting 

▓      Determines the number of forecasts  

╕╣ ▓     Forecast in period T+k 

F  Number of periods to Forecast 
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ABSTRACT:  

 
As part of the response to new society behavior patterns and technological advances that 

are occurring in our environment, OTT (Over the Top) services have appeared on the 

market, and they have high acceptance to be mentioned and to be analyzed. 

Telecom operators see how OTT solutions are replacing their traditional services. 

Furthermore, these services do not generate personal income rate (beyond access to the 

internet) that can compensate operatorôs market loss. 

 

Anvia Oyj, a Telecom Finnish company, is also interested in knowing how OTT services 

are affecting its market and how much traffic these services generate in its network. 

 

This thesis work studied the current OTT services at Anvia Oyj; data was collected for 

several months and analyzed it, using a tool that was created during this thesis work and as 

a result, it shows the prediction about how OTT services will grow at Anvia during the next 

couple of months. 

 

 

 

 
 

KEYWORDS:   Over The Top services, Quality of Experience, Predicting, PacketLogic 

Device, Forecasting methods, Data organization. 
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1. INTRODUCTION 

OTT, Over-The-Top is a term to designate services that use wide area networks, and 

traditional telecommunications companies do not offer those services. It is called over the 

top because they do not require membership to telephone networks operators. 

 

Currently, Over the Top services are presently in most of the everyday communication 

activities and entertainment consumption. Many human behaviors have been modified 

because of the emergence of these services and many technological advances have arisen 

that allow keeping changing communications patterns, also to be communicated at anytime, 

anywhere. 

 

OTT services and their associated business models are causing that traditional sectors, such 

telecommunications operators, feel affected their operations in one of the most worrying 

areas: economic benefits. 

The telecommunications companies are challenged to participate harder in OTT services. 

Some of them have established specialized units of digital services, recognizing the need 

for rapid and collaborative methods, which is a deflection from their structured approach 

that has characterized the telecommunications industry. 

 

Broadband, both fixed and mobile and the continuous growing of users with high-capacity 

devices including smartphones and tablets under IOS and Android systems or laptops, 

netbooks and ultra-books have changed the patterns of video consumption dramatically in 

current years.  

As a result, future mobile and fixed wireless networks will be optimized to guarantee the 

provision of a video content collection. 
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The high demand for multimedia traffic will increase, and this order requires the 

exploration of new techniques to improve future networks with greater capacity to deliver 

video services to serve more users with better Quality of Experience (QoE). 

An improvement in these video solutions is the use of HTTP adaptive streaming, which is a 

technique of delivering video and it has been deployed more broadly. As a relatively new 

technology compared to traditional adaptive streaming techniques based on pushing the 

deployment of HTTP adaptive streaming presents new challenges and opportunities for 

content developers, service providers, network operators and device manufacturers. 

 

This paper presents an analysis of services and video technologies OTT Over the Top in 

Anviaôs network, using a powerful device: PacketLogic PL8720 which will capture the 

traffic, and subsequently classify it based on rules, favoring the identification of OTT 

services. 

A study of the state of the art will be prepared as well as a description of previous traffic 

devices implemented at Anvia, previous measurements, results obtained company business 

model and the target customers. 

 

The purpose of this Project is to analyze the data from OTT services at Anviaôs network, 

evaluate their strengths and weaknesses, defining quality parameters, estimate their growth 

in the companyôs network and finally propose projections about over the top services 

behavior for the next months. 
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2. STATE OF ART 

Anvia has been using different tools to monitor its own network, but the data collected from 

the different observations were never used for analysis or further studies. Nevertheless, it is 

important to mention in this document, the devices and tools Anvia has been using to 

observe its network. 

 

2.1. Previous Measurements implemented 

2.1.1. Arbor system 

It is a worldwide leader in network security. Arbor is the result of innovative research 

accomplished by the University of Michigan. Its researchers were funded by the Defense 

Advanced Research Projects Agency (DARPA) of the US Department of Defense. In 2000, 

it began its operations as Arbor Networks. Since then, Arbor has been dedicated to 

research, identify and mitigate web-based threats. The firm is best known for its extensive 

deployment in the operatorsô community. Arbor technology is present in 70% of network 

operators worldwide, including 95% of the operatorôs level 1. Arbor technology is also 

widely implemented in the leading providers of hosting and cloud services 

(ArborNetworks). 

 

Arbor detects attacks in networks, especially DDOS (Denial of Service attack) which is an 

attempt by an attacker to consume the resources available to a network, application or 

service so that real users can not have access to the network. 

DDoS attacks vary widely, and there are many different forms of executing an attack 

(attack vectors) but usually these attack vectors belong in one of the three broad categories: 

ü ñVolumetric attacks: Attempt to consume bandwidth either in-network/target 

service or between the network/service stations and the rest of the Internet. These 

attacks usually just cause blockagesò. (Arbor, 2014) 
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ü ñTCP state Exhaustion attacks: These attacks attempt to consume the condition of 

the connection tables that are currently in many of the infrastructure components 

such as load balancers, firewalls and application servers themselvesò. (Arbor, 

2014) 

ü ñApplication-layer attacks: The targets of these attacks are applications or services 

on the layer-7. They are a fatal type of attacks, as they can be very effective 

attacking only one machine generating a low rate of traffic (that makes these 

attacks are tough to detect and mitigate proactively)ò. (Arbor, 2014) 

 

2.1.2.  NetAdmin 

NETADMIN plays an operational management on the architecture of heterogeneous 

network, composed of edge or old technologies, and different solutions. This flexibility 

allows them to cooperate with the operators using the old infrastructure via coaxial cable. 

By implementing NETADMIN as a single cover operational tool, it simplifies the 

unification of CRM to all services and network elements and at the same time facilitates the 

creation and the direct management of multiple services.  

Next Generation Networks usually involves new chains values, which require cooperation 

between the active operators in different layers. Such complexity Partnership scenarios 

require in turn an efficient control and the effective way to share data. NETADMIN 

provides this control. 

NETADMIN platform is very flexible and open; it facilitates the adaptation of modules to 

integrate existing systems, fulfilling an essential requirement for the needs and plans of an 

operator. (NetAdminSystems) 

 

2.1.3. Agama 

It is a skillful firm in telco-grade video quality assurance (QA) and scanning solutions. 

Agama allows IP, cable, broadcast and OTT TV operators to accomplish methodically 
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service quality and increase client fulfilment although at the same time decreasing 

operational costs and quality-induced churn. These skills include supporting telecom 

companies in achievement control and comprehension of the service distribution through 

their deployments, building a sturdy foundation for guaranteeing the customers' TV 

experience and for completing operational distinction in the video distribution. 

(AgamaTechnologies). 
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3. ANVIA BUSINESS MODEL 

Anvia is a group in expansion of products and services in information, communication and 

security technology and the fourth largest telecommunications operator in Finland. Anvia 

offers to consumers and businesses cutting-edge quality solutions in communications, IT 

administration, and safety. 

Anvia knows its customer and the customer feels Anvia. Through its services Anvia exists 

in the client's living every day and works as a partner for the best of its customers. 

(AnviaOyj, 2015) 

3.1.  Services Anvia Offers 

Anvia Business to Business services, B2B are: 

ü Broadband 

ü Television Services  

ü Voice Traffic, VoIP 

ü Home Energy Management 

ü Equipment Sales 

ü Data Connections and Internet Services 

ü Communication Solutions 

ü Hosting and Cloud Services 

ü ICT Infrastructure 

ü CRM, BI, and collaboration solutions 

ü Security Technology and Services 

ü Systems for Digital Transmission of Video- and Audio Signals  

ü Consulting (AnviaOyj, 2015) 
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3.1.1. Broadband 

Anvia Broadband offers a trusted and reliable functioning of the internet in customers 

home. Whether customers live, in isolated houses, townhouses or high-rise buildings, 

Anvia can offer an excellent internet connection. Customers can expand connectivity to a 

wireless network covering the entire home. 

Anvia offers two broadband packages: 

ü Anvia Broadband Tuhti which has 3 sizes: S is 50 Mbit/s, M is 100 Mbit/s and L is 250 

Mbit/s.  

ü Anvia Basic Broadband which has 3 sizes S is 5Mbit/s, M is 10Mbit/s and L is 

24Mbit/s. (AnviaOyj, 2015) 

 

3.1.2. Television Services 

ü Cable television has good image quality and customers donôt need to get up on the roof 

and set up the cable according to the wind direction, they can watch many channels 

that are not visible in the antenna network. Anvia offers a range of over 70 TV 

channels and 20 radio channels and the range widens all the time. Customers can order 

packages of channels at any time at home via the Internet or telephone. (AnviaOyj, 

2015) 

ü WATSON is a TV service offered by Anvia where the customers can watch TV and 

order pay-tv channels at their convenience; they can watch TV programs from the 

basic channels in live or after the event and in addition, store unlimited applications in 

half a year. Customers have a huge software library at their disposal and watch their 

favorite programs whenever they want. (AnviaOyj, 2015) 

      Watson works via the WLAN network to all devices at home: TV, computer, tablet and 

smart phones. Customer can start looking in one device and continue in another.  

ü Anvia Fiber connection is the most modern and efficient data connection customer can 

get to their home. The new generation of fiber connectivity enabling TV picture top 
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quality, almost unlimited speed and new services to their broadband in the future - all 

telecom services will come to their home via a single connection. (AnviaOyj, 2015) 

3.2. Geographic service distribution 

October 1882 was an exciting time in Vaasa: for the first time, the townspeople spoke 

among themselves by phone. For over 130 years ago it was the Wasa Telephone 

Association among the first in Finland to offer the brand new phone technology to the 

business sector and residents' needs and the same idea still lives on: Anvia follows with 

their time and always allows the best services for its customers. 

Broadband, Television services, Data Connections and Internet Services are offered in the 

area of Vaasa, Kokkola and Seinäjoki. In other places of Finland are provided services like 

Consulting, CRM, BI and Collaboration, Hosting and Cloud Services. (AnviaOyj, 2015) 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Business in Finland. (Anvia, 2014) 
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4. ANVIAôS NETWORK TOPOLOGY 

There are two scenarios taken into consideration for measurement at Anvia. The first 

scenario was Seinäjoki with certain amount of active IP addresses and the second was 

Vaasa with a large audience active IP addresses. They have broadband and television 

service and their connections are cable modem connections.  

Anvia started its network measurement with PL Procera device on March 2015. Passive 

monitoring was the technique used to store data for 6 weeks while the device was installed 

in Seinäjoki.  

This Technique had the advantage that it did not interfere with normal operation of the 

network since the device ñPacketLogicò was configured in such a way that it created a copy 

of the current network, this is called mirroring. 

In Vaasa, the mirroring traffic came from the CMTS and traffic was mirrored from one of 

the core routers. The total bandwidth implemented in the mirroring service was 10GB. The 

egress traffic and the ingress traffic through the devices ports were mirrored. 

The next figure explains Procera deployment in Seinäjoki. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  PacketLogic PL8720 deployment at Anvia in Seinäjoki. 
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Procera was moved from Seinäjoki to Vaasa on May 25
th
 and the mirroring service was set 

up on May 28
th
. 

There are some changes in the deployment of the device in Vaasa and the next picture gives 

an overview of the network and the location of PL. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. PacketLogic PL8720 deployment at Anvia in Vaasa. 

 

 

 

 

 

 



24 

 

 

5. OTT BUSINESS 

Over The Top solutions are presented as services that using the networks of telecom 

operators deploy over the Internet products or services offered directly to users. 

The growth of OTT services in the market highlights one of the most critical points of the 

OTT business model: the lack of direct revenue that affects operators. (Green & Lancaster, 

2006)  

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Traditional operator services and OTT services. 

 

The main OTT applications that currently have a big impact on the traditional services 

offered by operators are voice, messaging, music and video, although there are other OTTôs 

with social impact in the field of photography and games increasing rapidly.  

Voice could possibly be one of the first OTT services to develop and consolidate in the 

market, its main contribution was the possibility of establish "no cost" phone calls using the 

data network. It is necessary to have the same application on the receiver and both be 

connected to the Internet. Applications like Skype, Viber and Tango are leaders in this 

market by offering extra content such as video calls or telepresence. (Bhawan & Marg, 

2015) 
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Another traditional service most impacted by OTT is messaging; this service generates 

greater benefit for operators due to the low cost. In recent years, these services are being 

replaced by applications like WhatsApp or Line which growth has exceeded all 

expectations and forecasts. 

There are currently two types of OTT solutions that support the music market in the 

network: buying content online and streaming online where two services are leaders, 

iTunes and Spotify respectively. 

But if there is an industry whose business models are being consolidated and exploding in 

recent years, and indicates attractive future prospects, is the video. Sharing video clips and 

the streaming consumption of shows and movies it is part of the routine of most users and it 

is one of the main portions of the traffic in the operators data network. In the following 

image the main applications are plotted. (Lopez, 2014) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Most popular OTT services in the market.  
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6. ARCHITECTURE OF PROCERA DEVICE: PACKETLOGIC PL8720 

6.1. Hardware 

PL8720 is an joined two (2) rack unit (RU) 19ò rack-mounted device  that supports 

configurations up to 8 channels of Gigabit Ethernet (GE) as well as four channels of 

10 Gigabit Ethernet; this makes the PL8720 Two interfaces are bonded as a channel 

with an Internal and an External interface. These interfaces can be any kind of 

Gigabit Ethernet (GE) ï RJ-45 copper or single mode (LX)/multimode (SX) fiber or 

fiber Ten Gigabit Ethernet (10GE) .Interfaces are deployed as physical channel 

modules. The Layer 2 design assigns no IP addresses to these interfaces, which 

substantially increases security by disabling targeted attacks. It also gives minimum 

network impact, low latency, easy deployment and increased capacity 

(PacketLogicNetworks, 2012:1). 

 

 

 

 

Figure 6.  PacketLogic PL8720. (PacketLogicNetworks, 2012:1) 

 

PL8720 is projected for placement at the broadband access/edge or WAN connection of 

networks. It can be passively connected for monitor-only intent, while allowing control 

activities like filtering and bandwidth controlling involves in-line deployment. This is due 

to PacketLogic strong architecture that makes DPI non-disruptive and cleverer. 
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The device can be applied to any activity that requires following the traffic flow in a 

network such as protecting the network from harmful traffic. (PacketLogicNetworks, 2012) 

 

 

 

 

 

 

 

 Figure 7.  Typical deployment PacketLogic PL8720. (PacketLogicNetworks, 2012:2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Hardware Specifications PL8720. (PacketLogicNetworks, 2012:3) 
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Figure 9. PL8720 specifications. (PacketLogicNetworks, 2012:3) 

6.2.  DataStream Recognition Definition Language DRDL 

DRDL is a payload analyzer called by the network stack in PacketLogic. DRDL looks 

at every byte of each connection until the connection is matched to a signature and 

classified (or classified as Unknown). DRDL operates a signature database, which is 

compiled by a DRDL compiler into binary form. This binary module is then loaded 

into the network stack, where the DRDL glue uses it to analyze packets. 

(PacketLogicNetworks, 2012:19). 

 

The CPU management of DRDL is separate of the number of protocols in the signature 

database. The additional capacity that DRDL locates on the system very much depends on 

the traffic category, particularly the number of new sessions per second, and the type of 

protocols used. 
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6.3. PacketLogic Software interface 

6.3.1. User interface 

PacketLogic PL8720 has 4 user interfaces: the API, the console, SNMP, the client. 

ü The API:  this part is in charge of the automation of functions and aggregation with 

additional network nodes; it is accessible as a Python unit. 

ü The console: It is used to do basic configuration functions when setting up the 

device.   Two ways are provided to access the console, through a locally port or a SSH 

connection.  

ü SNMP: the device supports connections through the Simple Network Management 

Protocol. 

ü The client: It is the graphical interface to configure and operate the device, where 

features like monitoring (in the LiveView views), displaying statistics (in the Statistics 

views), configuring the ruleset (in the Objects and Rules editor) are executed. The client 

uses menus, buttons, and tabs for fast guiding. (PacketLogicNetworks, 2012:87) 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. PacketLogic Client at Anvia 
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6.3.2. PacketLogic database daemon 

The PacketLogic Database daemon handles the following tasks: 

ü Communication with the different clients. 

ü Communication with and management of the local database holding the ruleset 

and configuration. 

ü Communication with remote database servers (Proxy). 

ü Session and resource management (transaction based). 

ü Data queries (retrieval and modification). 

ü Reading and writing statistical data. (PacketLogicNetworks, 2012:35) 

A connection data from the PLD is send to the PacketLogic Statistics Daemon, this 

connection sends information about the traffic that has been delimited in the statistics rules, 

based on the StatisticsObject. This process is repetitive so information can be stored in the 

Statistics View. (PacketLogicNetworks, 2012:35). 

 

6.3.3. Traffic Identification  

The device has great ability to identify traffic in detail. To achieve this identification is 

necessary to meet the following criteria:  

ü Host and network IP addresses: These criteria are defined in NetObjects, as 

individual IP addresses, address ranges, or entire IP subnets. 

ü Layer 4 Port numbers:  These criteria are defined in PortObjects, as individual 

port numbers or ranges of ports. (PacketLogicNetworks, 2012:23) 

 

6.3.4. PacketLogic Traffic shaping 

PL Traffic Shaping is an additional component for PacketLogic and allows modeling the 

traffic going through the network. Traffic shaping, briefly, signifies that specific categories 

of traffic can be ranked according to the importance of the information, also the load of 

traffic used by different hosts, networks, protocols, and applications can be restricted. 
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PL shaping tool was designed to be stronger and more flexible which authorize to control 

large networks with thousands of hosts. Shaping rules and shaping objects cooperate with 

each other to make the shaping process easily. The figure below describes a network 

performance without shaping execution. Typically, the bandwidth is exceeded due to big 

amounts of traffic, at the edge, it remains a queue with all packets that cannot be sent; after 

certain time the buffer is stuffed and packets are dropped. (PacketLogicNetworks, 2012:37) 

 

 

 

 

 

 

 

Figure 11. Boundary of an unmanaged network. (PacketLogicNetworks, 2012:38) 

 

With the LiveView module the traffic is monitored and identified, prioritizing the packets 

that consume more bandwidth and the ones that are more important. 

 

 

 

 

 

 
 

 

 

 

Figure 12. Traffic identified and viewed with the LiveView module. 

(PacketLogicNetworks, 2012:38) 
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PacketLogic creates multiple queues to ease the traffic flow in the network. The number of 

queues and the type of traffic going through them is configurable by setting a ruleset. The 

decision of what traffic goes through first in set by the ruleset conditions. 

 

 

 

 

 

 

 

Figure 13. Multiple Queues. (PacketLogicNetworks, 2012:39) 

 

6.3.5. Filtering 

Filtering is another module from PacketLogic that uses the same adjustable rule system 

than PL traffic shaping. PL Filtering manages the potent IP stack of the PL system; in 

consequence, it has the capability to filter packets and connections centered on information 

taken by PL. The ruleset has settings that make a lot easier the selection of which traffic the 

filter is going to contemplate for different arrangements. (See section 6.2 Anviaôs rules). 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Example of a List of filtering rules. (PacketLogicNetworks, 2012:71) 
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6.3.6. PacketLogic statistics 

PL Statistics is an additional module, accessible through the CLI that allows the 

administrator to check, analyzed and observe how the network has been used over the time. 

This module executes the same options as the Liveview with the difference that PL 

statistics shows the past instead of the present. 

Statistics activities are executed through Statistics rules and Statistics Objects. The data is 

organized, stored and stablished according to the regulations from Statistics objects. 

Statistics rules are a set of conditions that indicates which traffic will be selected and the 

information that will be saved in the statistical history storage for further data analysis. 

Values are stored every 5 minutes and 24 hours per day. 

A value contains numerous fields. Fields can be as total fields and graph fields.  

For total values (accumulated), the following fields can be selected: (PacketLogicNetworks, 

2012:85) 

 

ü Incoming bytes 

ü Outgoing bytes 

ü Connections 

ü Unestablished connections 

ü Incoming connections 

ü Outgoing connections 

ü Incoming unestablished connections 

ü Outgoing unestablished connections 

ü Total Bytes 

ü Incoming concurrent connections (Peak) 

ü Outgoing concurrent connections (Peak) 

ü Incoming Dropped Packets 

ü Outgoing Dropped Packets 

ü Incoming Avg Latency 
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ü Outgoing Avg Latency 

ü Sub-Item Count 

ü Incoming Quality (Internal) 

ü Outgoing Quality (Internal) 

ü Incoming Quality (External) 

ü Outgoing Quality (External) 

ü Incoming Quality Packets 

ü Outgoing Quality Packets 

ü For graph (sample) values, the following fields can be selected: 

ü Incoming bps 

ü Outgoing bps 

ü CPS 

ü Unestablished CPS 

ü Incoming CPS 

ü Outgoing CPS 

ü Incoming unestablished CPS 

ü Outgoing unestablished CPS 

ü Incoming concurrent connections 

ü Outgoing concurrent connections 

ü Sub-Item Count 

ü Total bps 

ü Incoming Dropped Packets 

ü Outgoing Dropped Packets 

ü Incoming Avg Latency 

ü Outgoing Avg Latency 

ü Incoming Quality (Internal) 

ü Outgoing Quality (Internal) 

ü Incoming Quality (External) 

ü Outgoing Quality (External) 
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ü Incoming Quality Packets 

ü Outgoing Quality Packets 

(See Anviaôs statistics ruleset, section 7.1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



36 

 

 

7. DATA ANALISYS  

7.1. Anviá s statistics ruleset 

In previous chapter was mentioned the helpfulness of Statistics rules; now the conditions 

that match the traffic to be stored in the statistics historical data at Anvia: Vaasa Scenario 

will be described. 

Five statistics rules were created, called Watson, Yle, Ruutu, Katsomo and OTT_Services 

and the steps to generate them are the same for all five rules therefore YLE stages are taken 

as example in this document. 

ü In the CLI, objects and rules tab, an object under the category of NetObject is created, 

called IP_YLE, which contains the IP address that defines YLE webpage. 

 

 

 

  

 

 

 

 

 

Figure 15. YLE NetObject 
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ü A statistic object called YLE is created and the information to be stored in the data base 

for this object is selected. 

 

 

 

 

 

 

 

 

 

 

 

Figure 16.  YLE Statistic Object 

 

ü A statistic rule is created, named YLE, which contains the objects previously 

generated. 

 

 

 

 

 

 

 

 

 

 

 

Figure 17. YLE Statistics Rule 

 

 




















































































































































