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ABSTRACT:

As part of the response teew society behavior patterns and technological advances that

are occurring in our environment, OTT (Over the Top) services have appeared on the
market, and they have high acceptance to be mentioned and to be analyzed.

Telecom operators see how OTT solofoare replacing their traditional services.
Furthermore, these services do not generate personal income rate (beyond access to the

i nternet) that can compensate operatoros mar

Anvia Oyj, a Telecom Finnish company, is also interested in knowomg @TT services
are affecting its market and how much traffic these services generate in its network.

This thesis work studied the current OTT services at Anvia Oyj; data was collected for
several months and analyzed it, using a tool that was created dois thesis work and as

a result, it shows the prediction about how OTT services will grow at Anvia during the next
couple of months.
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1. INTRODUCTION

OTT, OverTheTop is a term to designate services that use wide area networks, and
traditional telecommunications companies do not offer those services. It is called over the
top because they do not require membership épleine networks operators.

Currently, Over the Top services are presently in most of the everyday communication
activities and entertainment consumption. Many human behaviors have been modified
because of the emergence of these services and many teatelcdolyances have arisen

that allow keeping changing communications patterns, also to be communicated at anytime,

anywhere.

OTT services and their associated business models are causing that traditional sectors, such
telecommunications operators, feefeated their operations in one of the most worrying
areas: economic benefits.

The telecommunications companies are challenged to participate harder in OTT services.
Some of them have established specialized units of digital services, recognizing the need
for rapid and collaborative methods, which is a deflection from their structured approach

that has characterized the telecommunications industry.

Broadband, both fixed and mobile and the continuous growing of users witicdpglity
devices including smgghones and tablets under 10S and Android systems or laptops,
netbooks and ultraooks have changed the patterns of video consumption dramatically in
current years.

As a result, future mobile and fixed wireless networks will be optimized to guarantee the

provision of a video content collection.
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The high demand for multimedia traffic will increase, and this order requires the
exploration of new techniques to improve future networks with greater capacity to deliver
video services to serve more users wittidreQuality of Experience (QoE).

An improvement in these video solutions is the use of HTTP adaptive streaming, which is a
technique of delivering video and it has been deployed more broadly. As a relatively new
technology compared to traditional adaptsteeaming techniques based on pushing the
deployment of HTTP adaptive streaming presents new challenges and opportunities for

content developers, service providers, network operators and device manufacturers.

This paper presents an analysis of servicek\adeo technologies OTT Over the Top in
Anviads networ k, u Backetgogia PL§¥20mhéchn Willidaptuck éhe i ¢ e
traffic, and subsequently classify it based on rules, favoring the identification of OTT
services.

A study of the state of the astill be prepared as well as a description of previous traffic
devices implemented at Anvia, previous measurements, results obtained company business

model and the target customers.

The purpose of this Project is to analyze the data from OTT serviceasatiAa 0 s net wor |
evaluate their strengths and weaknesses, defining quality parameters, estimate their growth
in the companyés network and finally propos

behavior for the next months
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2.STATE OF ART

Anvia has been using different tools to monitor its own network, but the data collected from
the different observationsere neveused for analysis or further studies. Nevertheliess
important to mention in this documerthe devices and tools Anviaas been using to

observe its network.

2.1. PreviousMeasurementsnplemented

2.1.1. Arbor system

It is a worldwide leader in network security. Arbor is the result of innovative research
accomplished by the University of Michigan. Its researchers were funded byetarsB

Advanced Research Projects Agency (DARPA) of the US Department of Defense. In 2000,

it began its operations as Arbor Network&ince then, Arbor has been dedicated to

research, identify and mitigate welsed threats. The firm is best known foreiksensive

depl oyment in the operatorsdé community. Ar bo
operators worl dwi de, including 95% of the o
widely implemented in the leading providers of hosting and cloud services
(ArborNetworks)

Arbor detects attacks in networks, especially DDOS (Denial of Service attack) which is an
attempt by an attacker to consume the resources available to a network, application or
service so that real useran not have access to the network.
DDoS attacks vary widely, and there are many different forms of executing an attack
(attack vectors) but usually these attack vectors belong in one of the three broad categories:
U fAVolumetric attacks: Attempt to consumenawidth either imetwork/target
service or between the network/service stations and the rest of the Internet. These

attacks usually just cause blockagdg\rbor, 2014)
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U ATCP state Exhaustion attacks: These attacks attempnsume the condition of
the connection tables that are currently in many of the infrastructure components
such as load balancers, firewalls and application servers thenise(esor,
2014)

U NhApplicationlayer attacks: Théargets of these attacks are applications or services
on the layef7. They are a fatal type of attacks, as they can be very effective
attacking only one machine generating a low rate of traffic (that makes these

attacks are tough to detect and mitigateaptiwely)o (Arbor, 2014)

2.1.2. NetAdmin

NETADMIN plays an operational management tre architectureof heterogeneous
network, composed of edge or old technologies, and different solutions. This flexibility
allows them to cooperate with the operators using the old infrastructure via coaxial cable.
By implementing NETADMIN as a single cover operationabltoit simplifies the
unification of CRM to all services and network elements and at the same time facilitates the
creation and the direct management of multiple services.

Next Generation Networks usually involves new chains values, which require camperat
between the active operators in different layers. Such complexity Partnership scenarios
require in turn an efficient control and the effective way to share data. NETADMIN
provides this control.

NETADMIN platform is very flexible and open; it facilitatghe adaptation of modules to
integrate existing systems, fulfilling an essential requirement for the needs and plans of an

operator (NetAdminSystems)

2.1.3Agama

It is a skillful firm in telcograde video quality assurance (RQAnd scanningsolutions.

Agamaallows IP, cable, broadcast and OTT TV operatorsateomplishmethodically
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service quality andincreaseclient fulfilment although at the same timelecreasing
operational costs and qualityduced churn. These skills incleidsupporting telecom
companies imchievementontrol andcomprehensiomf the service distributiothrough

their deploymentspuilding a sturdy foundation forguaranteeingthe customers' TV
experience and forcompleting operational distinction in the video distribution

(AgamaTechnologies)
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3. ANVIA BUSINESS MODEL

Anvia is a group in expansion of products and services in information, communication and
security technology and the fourth largéstecommunications operator in Finland. Anvia
offers to consumers and businesses cuttithge quality solutions in communications, IT

administration, and safety.

Anvia knows its customer and the customer feels Anvia. Through its services Anvia exists

in the client's living every day and works as a partner for the best of its customers

(AnviaOyj, 2015)

3.1. Services Anvia Offers

Anvia Business to Business servic82B are:

(I e I et B e B et S et R cnt S et

(B e B e B

c:

Broadband

Television Services

Voice Traffic, VolP

Home Energy Management
EquipmentSales

Data Connections and Internet Services
Communication Solutions

Hosting and Cloud Services

ICT Infrastructure

CRM, BlI, and collaboration solutions
Security Technology and Services
Systems for Digital Transmission of Videand Audio Signals
Consultirg (AnviaOyj, 2015)
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3.1.1. Broadband

Anvia Broadbandoffers a trusted and reliable functioning of the intermetcustomers

home Whethercustomerslive, in isolated houses, townhouses or higge buildings,

Anvia can offer anexcellent internet connection. Custerscan expand connectivity to a

wireless network covering the entire hame

Anvia offers two broadband packages:

U Anvia Broadband Tuhtihich has 3 sizes$ is 50 Mbit/s, M is 100 Mbit/s and L is 250
Mbit/s.

U Anvia Basic Broadbandvhich has 3sizes S is 5Mbit/s, M is 10Mbit/s and L is
24Mbit/s. (AnviaOyj, 2015)

3.1.2. Television Services

0 Cable television hagood image quality and custometsnd meedto get up on the roof
and set up the cable@ording to the wind direction, they can wattlany channels
that are not visible in the antenna netwoAavia offers a range of over 70 TV
channels and 20 radio channels and the range widens all the time. Customers can order
packages of channels at any time at home via the Internet or telegpAam@Oyj,
2015)

U WATSON is aTV service offered byAnvia wherethe customers can watch TV and
order paytv channels at theiconveniencethey can watch TV pgrams from the
basic channelm live or after the event and in additiostoreunlimited applications in
half a year.Customerdhave a huge software library their disposal and watctheir
favorite programs whenevéreywant (AnviaOyj, 2015)
Watson works via the WLAN network to all devices at home: Tovputer, tableand
smart phones. Customer cgart looking in one device and continue in another.

U Anvia Fiber connection is the most modern and efficient data connection customer can

get to their home. The new generation of fiber connectivity enabling TV picture top
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quality, almost unlimited speed and new services to their broadband in the-fature

telecom services will come to their home via a single conne¢fowiaOyj, 2015)

3.2. Geographicservice distribution

October 1882 was aexciting time in Vaasa: for theirkt time, the townspeople aige
among themselves by phonEor over 130 years ago it was the Wasa Telephone
Association among the first in Finland to offer the brand new phone technology to the
business sector and residents' needs and the same idéaestibbn: Anvia follovs with

their time andalwaysallows the best services for its customers

Broadband, Television servicd3ata Connections andternet Serviceare offered in the

area of Vaasa, Kokkola and 8ajoki. In other places oFinlandare providedservices like
Consulting, CRM, Bl and Collaboration, Hosting and Cloud Serv{ées/iaOyj, 2015)

Pietarsaari

( aﬁ‘

Seirsjoki

. Tampere
Vantaa

Helsinki

e -

Figure 1. Business in FinlandAnvia, 2014)
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4. ANVIA 6 NETWORK TOPOLOGY

There are two scenarios taken into consideration for measurement at Anvia. The first
scenariowas Seinajoki with certain amount ofctive IP addressesnd the seconevas
Vaasa witha large audiencactive IP addressedhey have broadband and takon
service and theiconnections areable modentonnections

Anvia started its network measuremevith PL Proceradeviceon March 2015. Passive
monitoring was the technique used torstdata for 6 weeks while the device was installed

in Seingjoki.

This Technique had the advantage that it did not interfere with normal operation of the
network since the device APacketlLogicodo was
of the curent networkthis iscalled mirroring.

In Vaasathe mrroring traffic came from th€MTS and traffic was mirrored from one of

the core routersThe total bandwidth implemented in the mirroring service Wi3BL The
egress traffic and the ingress tratfitough the devices ports were mirrared

The next figure explains Procera deploymartbeinajoki

KOKKOLA INTERNET

%\W./ — %
=~ e

‘ Statistics

(PLS)

Figure 2. PacketLogic PL8720 deployment at Anvia in Seindjoki
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Procera was moved from Seinajoki to Vaasa on M&ya2fsl the mirroring service was set
up on May 28.
There are some changes in the deployment of the device in Vaasa and the next picture gives

an overview of the network and the locatiorPaf

Anvia's Network
Devices

PacketLogic
Statistics
(PLS)

=[]
O [viwi]

_/\ _/i- o=

= -om
v

Figure 3. PacketLogic PL8720 deploymentAvia in Vaasa
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5.0TT BUSINESS

Over The Top solutions are presented as sentitasusing the networks of telecom
operators deploy over the Internet produstservics offered directly to users.

The growth of OTT services in the markeighlights ore of the most criticapointsof the
OTT business model: the lack of direct revetia affects operator§Green & Lancaster,
2006)

You

uh

EJ.

Internet

E-mail e

(@ f— i

~—p Services delivered through the operator’s Network without revenues

@ charged Services by the operators

Figure 4. Traditionaloperator services and OTT services

The mainOTT applicationsthat currently havea big impact on the traditional services
offered by operators are voice, messaging, music and video, althoughriwatieerOTT6 s

with social impatin thefield of photography and games increasing rapidly.

Voice could possibly be one of the first OTT servicesléwelopand consolidatén the
market, its main contribution walse possibility of establistno cost"phonecallsusing the

data network. It immecessary to have the same application onrebeive and both be
connected to the Internet. Applications like Skype, Viber and Tango are leaders in this
market by offering extra content such as video calls or telepres@it@wvan & Marg,

2015)
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Another traditionalservice most impacted by OTT ismessagingthis servicegenerates
greater benefit for operators due to the low cost. In recent years, these services are being
replaced by applications like WhatsApp or Line with growth has exceeded all
expectations and forecasts.

There are currently two types @TT solutions that supporthe musicmarketin the
network: buying content online and streaming online where senvicesare leaders,
iTunes and Spotify respectively.

But if there is an industry whose business models are being consolidated and exploding i
recent years, and indicatafractive future prospects, is the vid&baring video clips and

the streamingconsumptiorof shows and movies is part of the routine of most users and

is one of the maimportionsof the trafficin the operatorsdata mtwork. In the following

image the main applications are plottdcpez, 2014)

¢ Whatsapp
* Line = —

* Skype

= OEO
* Tango T

* YouTube (" yoy | RS
+ Netflix

== ™ * Spotify
+ ITunes

)

L() * Instagram

oTT

; * Angry Birds
ﬁf‘ * Candy Crash
* HayDay
S! ‘M, * Gmail * Facebook —
Googlé + Yahoo * Twitter ﬂ m
e Linkedin

Figure 5. Most popular OTT services in the market.
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6. ARCHITECTURE OF PROCERA DEVICHPACKETLOGIC PL8720

6.1. Hardware

PL8720is anjoinedt wo ( 2) r ac k emounteddefi¢elthpt supfodas r a c k
configurations up to 8 channels of Gigabit Ethernet (GE) as well as four channels of

10 Gigabit Ethernet; this makes the PL8720 Two interfaces are bonded as a channel
with an Internal and an Hgrnal interface. These interfaces can be any kind of
Gigabit Ethernet (GE) RJ45 copper or single mode (LX)/multimode (SX) fiber or

fiber Ten Gigabit Ethernet (10GE) .Interfaces are deployed as physical channel
modules. The Layer 2 design assigns noatfiresses to these interfaces, which
substantially increases security by disabling targeted attacks. It also gives minimum
network impact, low latency, easy deployment and increased capacity
(PacketLogicNetworks, 201D).

®

®

( Rk

] e= h o v i i | o A i ol | | o e i |

®®

LITT3

Figure 6. PacketLogic PL872QPacketLogicNetworks, 201D

PL8720 isprojectedfor placementat the broadband access/edge or WAN connection of
networks. It can be passivebonnectedior monitoronly intent while allowing control
activitieslike filtering and bandwidtltontrolling involvesin-line deployment. This is due

to PacketLogic strongrchitecture that makes DPI ndisruptive andleverer.
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The device can be applied to any activity that requires following the traffic flow in a

network such as protecting the network froanrhful traffic. (PacketLogicNetworks, 2012)

Router

10Gbps Ethernet

PL8720
PacketlLogic DPI

PL8720
PacketLogic DPI

PacketlLogic
Statistics
(PLS)

Router Aggregation Router
devices

(CMTS/GGSN/B-RAS)

Figure 7. Typical deploymenPacketLogic PL872(qPacketLogicNetworks, 2012

Specifications

Hardware
Hardware * 2 rack unit (RU), 19" rack-mounted
Physical Dimensions » 35" (h) x 16.7" (w) x 23" (d)/ 8.0 cm (h) x 43.0 cm (w) x 54.7 em (d)
(not including handles and cable holders)
Power * 100-240 VAC or 36-72 VDC
* Redundant, 2 x 600W, load sharing, hot swap, dual line cords
Weight * 40 Ibs/18 kg
Channels * Four (4) GE ports (Two channels) with Internal and External interfaces

* Two (2) 10GE ports (One 10 GE channel) with Internal and External interfaces
* Up to four (4) modules per system

Interfaces * RJ-45 BASE-10/100/1000 copper

* Multi-Mode SX GE fiber

* Single-Mode LX GE fiber

* Multi-Mode SR 10GE fiber

* Single-Mode LR 10GE fiber

License options * 1 Gbps

* 2 Gbps

* 3Gbps

* 4 Gbps

* 5Gbps

* Unrestricted bandwidth

* On-board Statistics and WebStatistics available for up to 1,000 local hosts

Figure 8. Hardware Specifications PL872®PacketLogicNetworks, 2012
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Capacity and Performance (under | conditions)

Bandwidth * Up to 10 Gbps throughput
" Concurrent Flows « 4 million

New Connections per Second (CPS) « 150,000

Subscribers

» Up to 500,000 subscribers

Integration & Management

Interfaces

* Graphical User Interface (GUI) administration client for Windows, Linux and MacOSX
* Python Application Programming Interface (API) for Windows, Linux and Solars

* SNMPv2

* Syslog

* Command Line Interface (CLI)

Physical Interfaces

* RJ-45 BASE-10/100/1000 Admin interface

* RJ-45 BASE-10/100/1000 AUX interface

* RJ-45 Serial Console interface

« All systems management interfaces are front-mounted

Miscellaneous

Modules

* LiveView - real-time traffic view

» Statistics — traffic analyzing

* Filtering — Layer 7 filtering and network protection

» Traffic Shaping — bandwidth management

» WebStatistics — web interface connecting into Statistics (above)

DROL Signatures

* ~1,600 signatures (January 2010)

Subscriber Authentication

Dynamic creation of per user NetObjects and assignment of current IP address through:
* DHCP Snooping

* Radius Snooping

= Python API integration (w/ DHCF, AAA, LDAP, AD etc.)

Figure 9. PL8720 specificationgPacketLogicNetworks, 2013)

6.2. DataStreaniRecognition Definition Language DRD

DRDL is a payload analyzer called by the network stack in PacketLDRIDOL looks

at every byte of each connection until the connecsomatched to a signature and
classified (or classified as Unknowmm)RDL operates a signature database, which is
compiled by @DRDL compiler into binary formThis binary module is then loaded
into the network stack, where the DRDL glue uses it to anapaxkets

(PacketLogicNetworks, 20119).

The CPU management of DRDL is separate of the number of protocols in the signature
database. The additional capacity that DRDL locates on the system very much depends on
the traffic category, particularly theumber of new sessions per second, and the type of

protocols used.



6.3. PacketLogic Softwarmterface

6.3.1. User interface

29

PacketLogic PL8720as4 userinterfaces: the API, the console, SNMP, the client.

U The API: this part is in charge of the automationffictionsandaggregatiorwith

additionalnetwork nodes; its accessible as a Pythanit.

U The consolelt is used to do basic configuratidonctions when setting up the
device Two waysareprovided toaccess the consolthrough docally port or a SSH
connection

0 SNMP:the device supports connections through the Simple Network Management

Protocol.

U The client:lt is the graphial interface to cofigure and operatéthe device where

features like monitorindin the LiveVview views), displaying statistic{in the Statistics

views), configuring the rulesefin the Objects and Rules edijoare executedThe client

uses menus, buttons, and tabsfastguiding (PacketLogicNetworks, 20127)

| File Edit View Tools Help

QL3 LD

PacketLogic - 81.209.63.58

¥  System Overview: System Information

- o mEm

=1

- ;\!st:;noss AB4EF229 Name Value [L

@@ Values = D0DBAB4EF229

24 Totals Graphs bmc_version 0.b

boot_tme 1425467554
chassis_intrusion active
cpu_hyperthreading enabled
cpu_temp 51.0C
cpu_usage 0%
fan_stat 3 fan(s) (Highest: 3205 RPM, lowest: ...
firmware_version B232
hdd_data_free 458818200
hdd_data_total 473495656
hdd_data_used 14677456
hdd_data_verbose Total: 473.5GB Used: 14.7GB (3.1%)...
hdd_system_free 4466628
hdd_system_total 5201536
hdd_system_used 734908
hdd_system_verb... Total: 5.2GB Used: 0.7GB (14.1%) F... __|
last_power_event
num_cpu 1
~ 3 g num_cpu_cores 12
S@ System Overview Q LiveView | B Tbrlel PLa720
4] System Diagnostics I € Statistics | pl_version 15.1.2.10 LI

Version: 15.1.2.10

System ID: ODOBAB4EF229

System: 81.209.63.58

Figure 10. PacketLogic Clienat Anvia

Username: admin

2015-04-30 14:49:30
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6.3.2. PacketLogic database daemon

The PacketLogic Database daemon handles the following tasks:

Communication with the different clients.

cC: C:

Communication with and management of the local database holding the ruleset
and configuration.

Communication withemote database servers (Proxy).

Session and resource management (transaction based).

Data queries (retrieval and modification).

cC:. . C. C

Reading and writing statistical da{RacketLogicNetworks, 20125)

A connection data from the PLD is send to thacketLogic $tistics Daemon this
connection sends information about the traffic that has been delimited in the statistics rules,
based orthe StatisticsObjecihis process is repetitivgo information can be stored in the
Statistics View (PacketLogicNetworks, 20125).

6.3.3. Traffic Identification

The device has great ability to identify traffic detail To achievethis identification is
necessary to meet the following criteria:

0 Host and network IP addresseBhese criteriaare defined in NetObjects, as
individual IP addresses, address ranges, or entire IP subnets.

U Layer 4 Port numbersThese criteriaare defined in PortObjects, as individual
port numbers or ranges of por{®acketLogicNetworks, 20123)

6.3.4. PacketLogic Traft shaping

PL Traffic Shaping is an additional component for PacketLogic and alioadelingthe
traffic going throughthe network. Traffic shapingpriefly, signifiesthatspecific categories
of traffic can berankedaccording to the importance of the information, alseload of
traffic usedby different hosts, networks, protocols, and applicataamsbe restricted
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PL shaping toolwas designed to b&rongerand moreflexible which authorize tocontrol
large netwoks with thousands of hosts. Shaping rules and shapjggtscooperatevith
each other to make the shaping process easlig. figure below describge a network
performance without shaping execution. Typically, H@adwidth is exceeded due to big
amountsof traffic, atthe edge it remains a queue withll packets thatannot besent after
certain time the buffer istuffedand packets are droppdBacketLogicNetworks, 20127)

Figure 11 Boundary of an unmanaged netwafRacketLogicNetworks201238)

With the LivevView module the traffic is monitored and identifigutioritizing the packets

that consume more bandwidth and the ones that are more important.

Low priority high
volume traffic (file
sharing, media
streaming..

oY o)
@
OOOOO O
.oé)go O
O.OO

Figure 12. Traffic identified and viewed with the LiveView module
(PacketLogicNetworks, 20128)
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PacketLogic creates multiple queues to ease the traffic flow in the network. The number of
gueues and the type of traffic going throdlgbm isconfigurable by setting a ruleset. The

decision of what traffic goes through first in set by the ruleset conditions.

St

S

Figure 13. Multiple Queues(PacketLogicNetworks, 20129)

PL T

6.3.5. Filtering

Filtering is another made from PacketLogidhat uses the same adjustable rule system
than PL traffic shaping.PL Filtering manageghe potentIP stack of thePL system;in
consequencadt has the capability to filter packeamd connectionsenterecbn information
takenby PL. The ruleset hasettngs that make a lot easier the selectiowloich traffic the

filter is going tocontemplatdor differentarrangementgSeesection6.2Anvi ad.s r ul es

£2 PackeiLogic - Objects & Rules Editar [ =1E]
Fla  Edt

O-E +Ea @& &
® L otjects Heme Actian Log  Modfisd by ModFietion dete
= Frewdlruies [ &3 boHTP Acoapt quick. vas s 20070912 10156
& [53 log HTTR [ |55 Eleckvius Acoept No =i 2007-06-12 40:56
Blodk wirus

Ak =
& i) Sheping rues

Figure 14. Example of a List of filtering rulegPacketLogicNetworks, 20121)
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6.3.6. PacketLogic statistics

PL Statistics is an additional moduleccessible through the Clthat allows the
administrator to check, analyzed and observe how the network has beewersix time.
This module executes the same options as the Liveview théhdifference thaPL
statisticsshows he past instead of the present.

Statisticsactivitiesare executed through Statistics rules and Statistics Objdwtsdata is
organized, stored and stablished according to the regulations Statistics objects
Statisticsrulesare a set otonditionsthat indicates whiclraffic will be selectedand the
informationthatwill be saved in the statistical history storage for further data analysis.
Values areteredevery 5 minutes and 24 hoyer day.

A valuecontinsnumerous fields. Fieldsan beastotal fields and graph fields.

For total values (accumulated), the following fields can be setd®adketLogicNetworks,
201285)

U Incoming bytes
0 Outgoing bytes

Connections

c:

Unestablished connections
Incoming connetons

Outgoing connections

(I xS e B

Incoming unestablished connections
Outgoing unestablished connections
Total Bytes

Incoming concurrent connections (Peak)

(B e B e B

Outgoing concurrent connections (Peak)

c:

Incoming Dropped Packets
U Outgoing Dropped Packets

U Incoming Avg Lateng



c:

c: c: c: c: c:

c: c: c: c:

S e B et S et S et S et B et S eet RN et S e B cnt S et

c: c: c: c:
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Outgoing Avg Latency

Subltem Count

Incoming Quality (Internal)
Outgoing Quality (Internal)
Incoming Quality (External)
Outgoing Quality (External)
Incoming Quality Packets
Outgoing Quality Packets

For graph (sample) values, the following fields carsélected:
Incoming bps

Outgoing bps

CPS

Unestablished CPS

Incoming CPS

Outgoing CPS

Incoming unestablished CPS
Outgoing unestablished CPS
Incoming concurrent connections
Outgoing concurrent connections
Subltem Count

Total bps

Incoming Dropped Packets
Outgoing Dropped Packets
Incoming Avg Latency

Outgoing Avg Latency

Incoming Quality (Internal)
Outgoing Quality (Internal)
Incoming Quality (External)

Outgoing Quality (External)



U Incoming Quality Packets

U Outgoing Quality Packets

(See

Astatisticardlesesection 71).
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7.DATA ANALISYS

7.1.Anvia's statistics ruleset

In previous chapter was mentioned the helpfulredsStatistics rulesnow the coditions
that match the traffic to bstored in the statistics historical data at AnWaasaScenario

will be described.

Five statistics rules were created, caMgdtson, Yle, Ruutu, Katsomo and OTT_Services
and the steps tgeneratehem are the same for all five ruliggrefore YLE stages are taken

as example in this document.

U In the CLI, objets and rules tab, an object under the category of NetObject is created,
called IP_YLE, which contains the IP address that defines YLE webpage.

a PacketLogic - Objects & Rules Editor - 81.209.63.58 - o
File Edit

. \ \
D-H %0
= J ojects
= {J NetObjects
+ \@ oHce Mame Value
+ @ 1P _Katsomo W Address: 91.226.138.9
+ @ P_Ruuty W Address: 91.229.138.47
+ @ P_watson B Address: 91.229.138.48

Object name: [P_vLE I~ Object visible

|»

Address: 91.229.138.496
W Address: 91.229.138.47
W address: 91.229.138.48
+ B RADIUS
Ve
L Portobjects
{{J ProtocolObjects —
i) ServiceObjects
+ ) TimeObjects
# {J VianObjects
J DSCPObijects
) ChannelObjects
J PropertyObjects | I jLl|
+ ] FlagObjects a %
] CategoryObjects b
\_J TunnellevelObjects Comment:
\J TunnelTypeObjects
J. SystemObjects ~|

Figure 15, YLE NetObject
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U A statistic object called YLE is createaid theinformation to be stored in the data base

for this objecis selected

File Edit
N 0 =
D5
#-_J TimeObjects | object name: [vLE
1+ 1) MianObjects —— =
o T Ficlds | Distribution | Limits | Agaregation
i) Channelobjects Field [pailysum [ Grapnpoints [=]
) PropertyObjects = Traffic
#-1_) FlagObjects - Incoming Bytes
) categoryObjects ' Outgoing Bytes
) TunnelLevelObjects = Connections
) TunnelTypeObjects - Connections
) SystemObjects -+ Unestablished Connections
) MPLSObjects \ - Incoming Connections
i) RewriteObjects Outgoing Connections
--{_J EnrichObjects - Incoming Unestablished Connections O
1+ 1) ShapingObjects Outgoing Unestablished Connections O
=) StatisticsObjects - Incoming concurrent connections O
2 Applications Outgoing concurrent connections O
-2 Katsomo =+ Shaping Drops
] OTT_services ~ Incoming Dropped Packets O
29 Popular streaming services ' Outgoing Dropped Packets O ||
-9 Popular Web services [=-Shaping Latency
29 Ruuty i Incoming Avg Latency O O
-9 watson .- Outgoing Avg Latency O O
[ | e
“i_) IPFIXObjects 1| " subttem count O ]
111 Filtering rules = Quality
1+ 1) Shaping rules .~ Incoming Quality {(Internal) O |
=) Statistics rules
£ Applications Comment:

Figure 16. YLE Statistic Object

U A statistic rule is created, named YLE, which contains the objects previously
generated

Figure 17. YLE Statistics Rule






























































































































































































































