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Abstract 
Compensating crowdworkers for their research participation often entails paying a flat 

rate to all participants, regardless of the amount of time they spend on the task or skill 

level. If the actual time required varies considerably between workers, flat rates may 

yield unfair compensation. To study this matter, we analyzed three survey studies with 

varying complexity. Based on the United Kingdom minimum wage and actual task 

completion times, we found that more than 3 in 4 (76.5%) of the crowdworkers studied 

were paid more than the intended hourly wage, and around one in four (23.5%) was 

paid less than the intended hourly wage when using a flat rate compensation model 

based on estimated completion time. The results indicate that the popular flat rate 

model falls short as a form of equitable remuneration, when perceiving fairness in the 

form of compensating one’s time. Flat rate compensation would not be problematic if 

the workers’ completion times were similar, but this is not the case in reality, as skills 

and motivation can vary. To overcome this problem, the study proposes three 

alternative compensation models: Compensation by Normal Distribution, Multi-

Objective Fairness, and Post-Hoc Bonuses. 
Keywords: crowdsourcing; online data collection; fairness; compensation; research 

ethics 
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1 INTRODUCTION 
Crowdsourcing (part of what is referred to as the ‘gig economy’ [53]) is used to collect data for research purposes, such as studying social science phenomena via surveys and questionnaires [10,46] or annotating machine learning datasets [2–4]. Given the proliferation of remote data collection (partly due to the Covid-19 pandemic making in-person studies more difficult or even impossible), researchers increasingly rely on crowdsourced data collection for obtaining insights about specific subpopulations, or to complete human intelligence tasks (HITs) [18]. Consequently, the issue of equitable compensation for crowdworkers has become an important topic [60]. However, determining an “appropriate” level of remuneration (“price” of labor, in economic terms) is extremely multifaceted, involving aspects such as the quality of work outputs [2,4,27], the time taken to complete the work [9,40,59], the level of crowdworker expertise [18], and the local standards of living [35,36]. 

Even though the pricing of crowdwork has been studied from multiple angles, there is a generally agreed premise that the price should be set in a way that is perceived to be “fair” by the researchers using crowdsourcing to collect data, the crowdworkers who spend their time producing the data, and the platforms mediating crowdwork – in other words, the key parties in this exchange of labor for monetaroy compensation [53,56]. Determining fair compensation is not straightforward, however. One prominent issue is that the notion of fairness can have multiple definitions. For example, flat rate per work output could be considered fair, based on the notion that ‘it is the result that 

matters’. We refer to this conception of fairness as performance-driven fairness. An alternative view is that a crowdworker should always be compensated based on their working time, which is referred to as time-based fairness. The distinction between these two conceptions (i.e., time versus skills) is crucial, because for some crowdworkers, the earnings from their work constitute a major source of income [19,47,60]. Consequently, time is of the essence for them, and they require a certain minimum hourly compensation in order to make a decent living. 
Therefore, for researchers, there is no universally accepted definition of what 

constitutes “fair compensation” in crowdsourcing [50]. Perceptions may vary among both researchers and crowdworkers as to what constitutes as “fair” [59]. However, there are some principles that might direct what could constitute a fair compensation (see Table 1 for their strengths and weaknesses): 
• A fixed flat rate, regardless of time spent per unit of output; this would be a performance-based model of crowdwork compensation, also referred to as 
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the flat rate model. The rationale is that the same amount of work commands the same level of compensation, regardless of other factors at play. 
• Time-adjusted model; the workers are compensated based on the time taken to complete the task. Hence, the workers that spend more time (perhaps because they are less skilled) end up receiving a higher compensation than those completing the task faster. The rationale is that one should compensate workers so that the overall time they invest in carrying out tasks results in an acceptable hourly wage. 
• Quality-adjusted model; the workers that produce higher quality outputs are compensated more than those producing lower quality outputs. The rationale is that better workers deserve more pay. 
• Cost of living adjusted model; in which the crowdworker is compensated based on their physical location (e.g., a worker in India would be paid substantially less than a worker in the UK because the latter has a much higher cost of living). The rationale is that the price of labor naturally varies by country, which should be reflected in the level of compensation. 

Of these four models, the most commonly used in research practice is the flat rate model, primarily due to its convenience and the historical tradition of compensating research participation on the basis of output. However, even in the case of flat rate, researchers often attempt to factor in how demanding the task is, i.e., how much time it takes for an average worker to complete it. This estimation is typically done via pilot testing. Factoring in time based on pilot testing [14,60] has the appeal of simplicity, where all a researcher needs to know is an estimation of the average time taken to complete the task and the hourly minimum wage of a given location. This yields a simple calculation: reward = time taken in hours × hourly rate. However, leaving aside economic discussions of the fairness of minimum wages [52], the problem with this approach is that it is based on the assumption of fixed (or predictable) completion times.  
In reality, the time taken to finish a task may vary greatly among crowdworkers. If the variation is considerable, then a number of participants can be paid either more or less than the hourly wage intended by the researcher, which, if one subscribes to the notion of time-based fairness, can leave some workers disadvantaged while using budgeted funds for workers that work faster. Faster work, in turn, can be achieved from many standpoints, for example, a higher cognitive capacity, better expertise, or strategizing approaches to answer as quickly as possible (i.e., “speedrunning”). Symmetrically, crowdworkers that would find it difficult to keep up with generally fast 
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completion times, easily risk being undercompensated relative to the time they put into the task, because faster workers would tilt the average completion time (based on which the flat rate is calculated) to a lower level than that required for slower workers to be fairly compensated. 
Table 1: Strengths and weakeness of various crowdworker compensation models. 

Model Strengths Weaknesses 
Fixed flat rate • Default option in many platforms (i.e., easy to deploy for researchers) 

• Easy to estimate the total cost of data collection 
• If all workers have equal cognitive aptitude, skills and speed, there should be no fairness issue 

• Workers may differ by their cognitive aptitude, skills and speed, potentially placing some of them at a disadvantage 
• Ignores the quality of outputs (e.g., an expert worker can carry out the task faster with higher quality than a low-skill worker) 
• Workers in different locations face different cost of living 

Time-adjusted model • Enables all workers to be compensated based on a generally acceptable hourly wage 

• Ignores the quality of outputs (e.g., an expert worker can carry out the task faster with higher quality than a low-skill worker) 
• Workers in different locations face different costs of living 

Quality-adjusted model • Gives workers an incentive to focus and do well 
• Measuring quality is not straightforward and sometimes not even possible (e.g., subjective tasks or surveys asking about opinions) 
• Workers in different locations face different costs of living 

Cost of living adjusted model • Considers natural wage differences among countries 
• Difficulties in obtaining true physical location (e.g., workers from low-income countries might use VPN to 
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Model Strengths Weaknesses 
pretend to be from a high-income country) 

• Does not consider the quality of outputs 
• Does not consider the variation in task completion times 

Overall, the problem of fair compensation in crowdsourcing is far from being resolved, with several challenges still lingering. The issue is curbed by at least two additional considerations: (1) there is an uneven distribution of power among crowdworkers and researchers, as the latter typically set the prices unilaterally [14]; (2) many of the present crowdsourcing platforms do not provide adequate tools for supporting fair compensation models other than the flat rate model. Therefore, there is a practical design problem where features and functionalities within crowdsourcing platforms do not readily permit fair compensation by either default or out-of-the-box means [13], and fair compensation is left to the discretion of researchers. If treated lightly or without due consideration, researchers may inadvertently contribute to creating working conditions that yield unethical outcomes. In the extreme, a systematic 
disregard for crowdworkers’ rights could result in the creation of a “new global 
underclass” [17] (p. 1). 

Against this backdrop, the aim of this study is to empirically investigate the fair compensation problem. In this context, we also investigate the accuracy of researcher-estimated completion times and whether there are demographic factors that influence how long it takes a worker to finish a task. Our research questions (RQs) are: 
• RQ1: Do completion times in crowd studies vary by participants? By addressing this question, we can determine the validity of the time constant method for determining fair remuneration. We define “time constant” as a fixed payment based on the estimated, not actual, time required to finish a survey by a crowdworker. 
• RQ2: (a) How many participants go over the estimated completion time for each study? (b) How many go under the estimated time? Addressing this question will inform us about the “importance” of time variability in terms of appropriate remuneration. 
• RQ3: Do the actual completion times match the estimated completion times in crowd studies? Addressing this question will reveal how “tough” or “accurate” it is to estimate completion timeframes in crowdsourced data collecting. 
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• RQ4: Are there demographic factors (age, gender, nationality, education, etc.) that correlate with the completion times in crowd studies? Addressing this question will help us detect possible patterns in crowdworkers’ natural ability to complete tasks quickly or slowly. 
o RQ4a. Are there demographic factors that correlate with a participant going over the estimated completion time? 
o RQ4b. Are there demographic factors that correlate with a participant going under the estimated completion time? 
o RQ4c. Are there demographic factors that separate “speed-runners” from 

“slow-runners”?  We define speed-runners as crowdworkers who complete the task in substantially less time than estimated (standard deviations (SD) 
–3), and slow runners as crowdworkers who complete the task in substantially more time than estimated (SD +3). 

• RQ5: How many participants are under- or over-compensated relative to minimum wage? Addressing this question will help us determine, in monetary terms, what the ramifications of time variability for fair compensation are. 
• RQ6: Do researchers and workers win or lose in monetary terms by setting a fixed price? This question helps us address how the parties “win” or “lose” based on a constant estimate and actual time variability, when the compensation is fixed at a flat rate. 

Our study addresses a critical issue faced by researchers using crowdsourcing for survey research. Fairness is critical not only for “doing the right thing,” but also because equitable compensation is likely to result in increased worker motivation and, thus, higher quality results [26,57]. To this end, we contribute to the emerging field of the ethical examination of crowdworking conditions by analyzing crowdworkers’ compensation fairness on the basis of hourly wage. Additionally, we identify and articulate challenges for estimating task completion times for research. Here, we focus on the viewpoints of the workers and researchers, while leaving the viewpoint of the platforms for future research. 
 

2 RELATED WORK 
We define fairness as a level of payment that corresponds to a commonly accepted hourly wage – i.e., a fair payment for a given worker is one that: (a) equals or exceeds a standard wage for the job (e.g., a minimum hourly wage) based on the actual time the 
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worker contributes to the task; but (b) does not significantly exceed this standard. The 
first part of this definition incorporates the workers’ perspective, and the second part 

incorporates the researchers’ perspective, although we discuss the nuances of this definition in Section 5. We adopt the concept of time-based fairness as a choice of 
believing that crowdworkers’ compensation should be in line with the time they take for completing a task. Again, as mentioned in the previous section, there are multiple definitions for fairness, and our choice represents one of those definitions. Here, we review the related work in this field. 

Crowdsourcing platforms provide online users with a centralized marketplace to earn money, in exchange for their time and effort [56]. Setting the “right price” is one of the fundamental activities in crowdsourcing [9]. Researchers (also known as “requesters”) 

can set too low prices to satisfy workers’ demands, but can also set too high prices for 
what would be considered as a fair “market price” for a given task. Studies in this field can be broadly divided into two categories: (a) those dealing with what constitutes just, fair, and right compensation for crowdworkers’ time [5,21,59,60], and (b) those focused on analyzing pricing strategies, behaviors, and optimal (efficient) compensation from an economic point of view [20,33,49,50,55,57]. It is generally acknowledged that these two viewpoints may not always coincide, and a researcher may pit crowdworkers to compete against one another in a ‘race to the bottom’ [23] by gradually decreasing the price until he or she finds the cheapest worker satisfying the given quality criteria. Nonetheless, viewpoints of both justice and economic rationality are likely to be needed to address the compensation problem in crowdsourcing. 

In another line of work, underpayment has been reported as the most impactful concern that workers face on Amazon Mechanical Turk (MTurk) [59]. A large-scale empirical analysis estimates that the effective hourly wages among workers in MTurk 
(“turkers”) are approximately $2 to $3 USD [19], which is less than half of the federal minimum wage ($7.25 USD per hour) in the United States (US) even though three-quarters of the active turkers reside in the US [11]. The study further shows that only 4% of turkers earn more than the federal minimum wage [19]. Paradoxically, a study by Whiting et al. [59] found that workers considered $15 as a fair hourly compensation. This means that to meet the workers’ expectations, the crowdsourcing industry needs to quadruple the pay. Hence, it is appropriate to argue that (at least some) “workers in 

crowd markets struggle to earn a living” [40] (p. 3187) and face issues such as unpaid labor, and a lack of healthcare or social security benefits [17,56]. Some academics have 
issued dire warnings of an emerging “global underclass,” where humans work for the minimum wage to provide inputs for algorithms; entities that are perceived to hold 
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more power than the expendable worker [17]. Irani and Silberman [21] invoke the concept of “worker invisibility” to emphasize the hidden human labor behind algorithms; that is, humans have contributed their knowledge to develop technological solutions that have been incorporated into dozens of commercial applications, and this labor has frequently occurred with little or no regard for fair compensation [60].  
As a solution, Mankar et al. [31] suggest ‘design activism’, a form of collective action that aims at improving the conditions of online crowdworkers, based on the notion that crowdworkers are active participants as opposed to mere passive subjects to platform governance. However, crowdworkers may be hesitant to join the activist movement for fear of jeopardizing their present platform positions, or simply because they prefer to spend their time earning rather than on what may be viewed as an 

unpredictable “fight for change.” This is visible from the findings of Mankar et al. [31], who indicated only 20% of workers support enforcing a minimum wage requirement. Moreover, Salehi et al. [41] observed multiple points of friction for crowdworkers to get organized, such as the fragmentation and distance imposed by the online environment. Hence, researchers and platforms have a heightened responsibility for fair compensation in crowdsourcing. This stems from a moral obligation to protect the more vulnerable party in an exchange [1], defined as being one with less bargaining power. In crowdsourcing, workers tend to expose themselves to rejection, mistrust, and risk [34], while also facing a high uncertainty of available jobs [53]. Researchers may reject their work for no valid reason; technical errors may eradicate a half-finished work; the job may be paused before completion; and so on. Because of these challenges, protecting crowdworkers —in the same way that ‘real’ workers are protected [12,48]— is a crucial undertaking [22]. 
In practice, attention to this issue has culminated in the maxim of paying crowdworkers at least the minimum wage [60]. The research community has attempted to develop various tools for supporting the mission of fair compensation. Among these, Whiting et al. [59] suggested “Fair Work” (FW), an algorithmic approach used to assess workers to gain an estimate of how long a given task takes and to provide automatic bonuses (where needed) to set the effective wage to correspond with the inputted minimum wage. However, the FW approach focuses on micro-tasks, not surveys (unlike our study). By way of characteristics, surveys and micro-tasks are very different, with the former typically requiring more concentration and effort, and therefore the nature of time-estimation might also be different. Moreover, the FW approach relies on self-reported estimates from the crowdworkers [59], which provides a financial incentive to inflate the estimates and/or to perform the task slower than 
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would otherwise be needed. As our study focuses on actual completion times, its results are less fallible to this bias. 
Researchers have created tools to support crowdworkers. For example, Turkopticon [21] enables workers to alert others of consistently low-paying researchers, thereby acting as a reviewing mechanism for increasing trust and potentially eliminating unethical researchers from the platform. The tool exemplifies information sharing as a form of collective action for crowdworkers to maintain satisfactory working 

conditions. However, as an external tool, it is not integrated into the platforms’ design, and can thus be considered as side-information rather than as an integral part of the economic activity taking place on the platform. However, while taking an important step towards addressing knowledge sharing in the crowdsourcing community, the study does not address potential issues emerging from time variability. 
Another tool, TurkScanner [40], uses machine learning to predict the workers’ time to complete a micro-task, thus estimating the expected hourly wage. While this approach can be useful at inferring data-driven estimates for determining a generally fair compensation level, it does not address the same problem that we tackle in this 

work – namely, the variability in completion times, and how such variability would affect the usefulness of the estimates for a fair pricing of crowd labor. Moreover, these tools may be difficult for researchers to implement. As Whiting et al. (2019) state: “[…] many requesters want to pay fairly, but are put off by the requirement to iterate and 
prefer a solution that they do not need to babysit” (p. 199). Researchers are tempted to use the default options available in platforms and may perceive that using these platforms to set a fixed price that exceeds the minimum wage based on average completion time would satisfactorily address the problem of fair compensation. But as we illustrate in this study, this is not the case. 

Estimating task duration is difficult for both workers and researchers [40]. However, the consequences for the two parties differ. For workers, underestimating the time taken to complete a task results in working for less than they should be compensated (i.e., a negative outcome). For researchers, underestimating results in a positive outcome that reduces data collection costs and so makes it possible to hire more workers for the same budget. For these reasons, workers have an incentive to work as fast as possible [32], even at the expense of quality, whereas researchers have the incentive of being precarious with setting the compensation level [51]. In an empirical study, Whiting et al. [59] found that requesters both under- and over-estimated workers’ completion times, with under-estimation being a more common tendency and leading to 68% of the requesters underpaying for the work. A particularly important notion here is how 
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workers vary by their natural qualities, such as cognitive capacity, eyesight, typing speed, etc. For example, Hanrahan et al. [18] argued that group-based differences (e.g., expert and novice workers) could lead to wage imbalances. If workers do vary in their attributes, then a reasonable conceptualization of fairness considers an equitable representation of workers [14] with distinct attributes. In an extreme case, a worker may be slower due to a visual impairment. This worker can complete the task, and has the expertise, but is simply slower due to their physical limitations. However, the currently dominant flat rate paradigm penalizes such workers in the sense that they get compensated less for their time than peers without any limitations and/or higher expertise. 
 

3 METHODOLOGY 
3.1 Datasets 
To account for the variability of different study contexts, we investigate the results of three actual user studies (see Table 2). As these are real research studies, one can expect crowdworker behaviors to be realistic and not exhibit some form of “observer bias” [30] as might occur with studies on actual crowdworker wages. 
Table 2: Primary details of the studies. 

 Estimated completion time Flat rate (£) Estimated hourly wage (£) Minimum wage at the time (UK) Context 
Study 1 15 minutes 2.24 8.96 £8.91 Validating a scale 
Study 2 15 minutes 2.00 8.00 £8.72 Testing a design 
Study 3 25 minutes 3.50 8.40 £8.72 Testing a system 

The studies are described in more detail as follows: 
• Study 1 focused on scale validation as a context. The participants were asked 

questions about their organization’s use of personas. The purpose was to assess the validity and reliability of the developed survey constructs.  
• Study 2 focused on user testing alternative designs of persona profiles as a context. The participants were shown three personas and then asked questions about each. The purpose was to test how manipulation in persona profiles affects user perceptions of personas.  
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• Study 3 focused on testing an interactive persona system as a context. The participants were asked to use a persona system and then answer questions 
about the personas. The purpose was to collect data on users’ behaviors and perceptions. 

A fixed compensation rate was applied in all studies. The researchers aimed at targeting approximately the United Kingdom (UK) minimum wage at the time of each study. Therefore, each study’s estimated hourly wage is approximately equivalent to the minimum hourly wages at the corresponding time (see Table 2). The UK wage was selected as it is among the higher average wages globally – in other words, paying the UK minimum wage has a high chance of satisfying the local minimum wage standards, regardless of the crowdworker’s country of origin. 
All studies were conducted in Prolific, which is a platform that has been deployed in various user studies and social science research [28,37,38,44]. We chose this platform because it tracks the task completion times, which is a required element we use to address our RQs. The sampling criteria were similar across the three studies (see Table 3). However, the study context contained more variability. We analyzed the results 

from each study separately, because the studies were conducted at different time points and with different research goals, so their separation is a logical approach. The overall dataset included responses from 363 participants. Study 1 included 123 respondents, while Studies 2 and 3 included 143 and 97 respondents, respectively. 
Table 3: Sampling criteria and effort required. 

Study 1 Study 2 Study 3 
age: 23-62 Nationality: UK, USA, Ireland, Australia, New Zealand Full-time employment Students excluded 

age: 25-45 Nationality: UK, USA, Ireland, Australia Full-time or Part-time employment Students excluded 

age: 25-64 Industry: Art/Design, Graphic design, Market research Students excluded 

Complexity: Low (4 steps) Complexity: High (16 steps) Complexity: Medium (7 steps) 
current state assessment PRS scale* applicability assessment background information 

onboarding persona viewing [P1] first impression assessment [P1] PPS** scale [P1] TIPI*** scale [P1] confidence assessment [P1] persona viewing [P2] first impression assessment [P2] 

use of system task completion PPS scale trust and transparency scale NASA TLX**** scale technical sophistication scale background information 
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Study 1 Study 2 Study 3 
PPS scale [P2] TIPI scale [P2] confidence assessment [P2] persona viewing [P3] first impression assessment [P3] PPS scale [P3] TIPI scale [P3] confidence assessment [P3] 

Notes: * Persona Readiness Scale [43]; ** Persona Perception Scale [45]; *** Ten Item Personality Measure [16]; **** The NASA Task Load Index [8] 
We use the number of steps that the participants had to go through as a proxy for a 

study’s complexity. Previous studies have associated the complexity of task design 
with the worker’s effort and time taken [9], so accounting for the study design matters for interpreting our results. For example, if a participant needs to switch between persona perception assessment and personality assessment (see Study 2 in Table 3), then this is more cognitively laborious (i.e., complex) than having to complete fewer steps. As indicated in Table 3, Study 1 had the lowest complexity (4 steps), followed by Study 3 (7 steps), and then Study 2 (16 steps). 
3.2 Variables 
The time-based compensation variables used are: 
• Estimated study completion time: the time expected to complete the task as determined by the researcher 
• Flat rate: what the participants were paid, regardless of how long it took them to complete the task 
• Average hourly rate: the average hourly wage based on actual study completion times 
• Estimated hourly rate: the average hourly wage based on estimated study completion times 
• Minimum hourly rate: the minimum hourly wage in the UK at the time of study 
• Actual average completion time: the average time taken by participants to complete the study 

Times were calculated in minutes. The mean ± SD was used to summarize the distribution of the time taken to complete the surveys. The trimmed mean and 
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coefficient of variation (CV) were also calculated for each study. The trimmed mean was calculated after excluding the top and bottom 10% of the data. The CV is a statistical measure of the relative dispersion of data points in a data series around the mean. The higher the coefficient of variation, the greater the level of dispersion around the mean. Conventionally, CV < 10 is considered excellent, 10–20 is considered good, 20–30 is acceptable, and >30 is not acceptable. Based on their worker IDs in the crowdsourcing platforms, the participants were prevented from taking part in more than one of the studies. 
The time estimates were determined by the researchers based on measuring the time taken by the test participants (i.e., the pilot study approach [54]) in each study. These formed the actual time estimates that were used in each study. For the actual completion times, the interquartile range (IQR) was defined as the third or upper quartile (Q3) minus the first or lower quartile (Q1). Outliers were defined as points below Q1 – 1.5 × IQR or above Q3 + 1.5 × IQR. These points were used to define outliers as they are more robust than using mean and SD, and can be used even if the data is not normally distributed. The z-score was also used to assess the presence of outliers. Outliers were defined as points above or below the mean of ± 3 SD. 
The SD that was calculated based on the actual time was used to identify outliers for the estimated time. Outliers were defined as points greater or smaller than the estimated mean of ± 3 SD. Finally, we refer to the obtained outliers as “speed-runners” (for those that went significantly under the average or estimated times) and “slow-runners” (for those that went significantly over the average or estimated times). In our operationalization, the term “speedrunner” does not have a negative connotation, and instead, all selected participants are considered as ethical crowdworkers, as their survey responses passed the attention checks applied in each study. Table 4 illustrates this conceptual division.  
As illustrated in Table 4, participants who complete tasks faster (i.e., speed-runners) 

can conceptually act either ethically (i.e., follow instructions, aim to provide honest 

quality work) or unethically (not follow instructions, aim only to quickly complete the 

task without considering the quality of work). Slow-runners can also be either ethical 

or unethical. In this study, we focus on ethical participants, which is achieved by only 

including those participants whose work outputs passed the quality control (highlighted 

in green in Table 4). 
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Table 4: Participant focus of this research. 
Quality Speed Fast Slow 
High Ethical speed-runners Ethical slow-runners 
Low Unethical speed-runners Unethical slow-runners 

 
4 RESULTS 

4.1 RQ1: Do completion times in crowd studies vary by participants? 
To address this research question, we examine statistic descriptors of the study completion times (e.g., range, mean, SD), as well as histograms. 
Table 5: Descriptive statistics for the included studies. 

Study N Mean SD Median Trimmed mean Min Max Range CV ET (Minutes) 
1 123 5.65 2.23 5.15 5.42 2.4 15.18 12.78 39% 15 
2 143 16.48 10.42 12.33 14.82 5.41 55.65 50.24 63% 15 
3 97 19.37 11.42 15.29 17.43 6.13 68.99 62.86 59% 25 

SD: Standard deviation CV: Coefficient of variation MAD: Mean absolute deviation ET: Estimated time by the researchers 
As shown in Table 5, the mean completion time varied between studies, and the participant completion time varied for each study, regardless of whether the study task was relatively short (Study 1) or comparatively longer (Study 3). The data for Study 1 was normally distributed, but this was not the case for Studies 2 and 3 which showed skewness and the presence of many outliers (see Figure 1). Although the average time for completion in Study 1 was 5.65 ± 2.23 minutes, the time for completion varied from a minimum of 2.4 minutes to a maximum of 15.18 minutes. The variability was even greater for Studies 2 and 3, with a range of ~56 and 62 minutes, respectively. The CV ranged from 39% to 63% which indicates a high variability in the completion time. As such, the answer to RQ1 is that study completion times vary a great deal by participants; hence, making time-insensitive mechanisms challenging for any fair compensation of crowdworkers at the individual level. 
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Figure 1: Distribution of time needed to complete the questionnaire. 
4.2 RQ2: (a) How many participants go over the estimated completion time for 

each study? (b) How many go under the estimated time? 
To address this research question, we calculate the number of outlier participants that:  

a) Significantly exceed the estimated completion time. These participants can be defined as slow-runners relative to the estimated time. 
b) Significantly go under the estimated completion time. These participants can be defined as speed-runners relative to the estimated time. 
c) Significantly exceed the actual mean completion time. These participants can be defined as slow-runners relative to actual completion time. 
d) Significantly go under the actual completion time. These participants can be defined as speed-runners relative to actual completion time. 

We report these separately for each study, and interpret the obtained frequencies. 
4.2.1 Study 1. The results for Study 1 (see Figure 2) show that the actual completion time (5.65 ± 2.23) was significantly different from the estimated time of 15 minutes (P < 0.001 using t-test). 
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Figure 2: Time taken to complete the questionnaire. The Black line (left) represents the actual time while the red line (right) represents the estimated time. 
Table 6: Outliers for the estimated and actual time. 
Estimated time Actual time Estimated time Actual time 

Mean  Median Mean SD IQR Q1 Q3 Slow runners  Speed runners Slow runners  Speed runners 
15 5.15 5.65 2.23 2.87 4.1 6.98 0 (0%) 108 (87.8%) 1 (0.81%) 0 (0%) 

Based on the estimated mean, 87.8% of the respondents were identified as speed-runners (see Table 6), as they completed the questionnaire in a time lower than the estimated mean by more than three SD. None were identified as slow-runners. Based on the actual time, only one respondent was identified as a slow-runner (0.81%), while none were identified as speed-runners. Hence, the results from Study 1 indicate a substantially greater portion of speed-runners than slow-runners (see Figure 3) – i.e., the participants are likely to complete the study faster than expected based on a pilot study, and a sizeable portion of them complete it much faster relative to the overall average completion time. 
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Figure 3: Classification of the respondents based on (A) Estimated time and (B) Actual time. 
4.2.2 Study 2. The results for Study 2 (see Figure 4) show that the average completion time was not significantly different from the estimated time (P = 0.09) at the 0.05 level. 
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Figure 4: Time taken to complete the questionnaire. Black line (right) represents the actual time while the red line (left) represents the estimated time. 
Table 7: Outliers for the estimated and actual times for completing the questionnaire. 

Estimated time Actual time Estimated time Actual time 
Mean  Median Mean SD IQR Q1 Q3 Slow runners  Speed runners Slow runners  Speed runners 

15 12.33 16.48 10.42 12.2 9.26 21.4 2 (1.4%) 0 (0%) 5 (3.5%) 0 (0%) 

Based on the estimated mean, 1.4% of the respondents were identified as slow-runners (see Table 7), as they completed the questionnaire in a time lower than the estimated mean less 3 SD. None were identified as speedrunners. Based on the actual time, five respondents were identified as slow-runners (3.5%) while none were identified as speed-runners, as illustrated in Figure 5. These findings differ from Study 1 in that Study 1 found substantially more speed-runners than slow-runners, whereas, for Study 2, it is the opposite. However, both studies indicate that the distribution of time taken leans towards less time rather than more time. This is visible in Figures 3 and 5. When comparing Figures 3 and 5, one can see that Study 1 had less bias towards slow-runners, and the density in both figures is biased towards speed-runners. Therefore, Study 2 supports the previous finding that participants are likely to complete the study faster than expected based on a preliminary pilot study, and a sizeable portion of them complete it much faster relative to the overall average completion time.  
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Figure 5: Classification of the respondents based on (A) Estimated time and (B) Actual time. 
4.2.3 Study 3. The results for Study 3 (see Figure 6) show that the average completion time (19.37 ± 11.42) was significantly different from the expected 25 minutes estimated time (P < 0.001 using t-test). 

 

 
Figure 6: The time taken to complete the questionnaire. The black line (left) represents the actual time while the red line (right) represents the estimated time. 



21 

 
 

Table 8: Outliers for the estimated and actual times for completing the questionnaire. 
Estimated time  Actual time Estimated time Actual time 

Mean  Median Mean SD IQR Q1 Q3 Slow runners  Speed runners Slow runners  Speed runners 
25 15.29 19.37 11.42 11.24 12.1 23.32 1 (1.03%) 0  (0%) 6 (6.19%) 0 (0%) 

Based on the estimated mean, 1.03% of the respondents were identified as slow-runners (see Table 8), as they completed the questionnaire in a time lower than the estimated mean less 3 SD. None were identified as speed-runners. Based on the actual time, six respondents were identified as slow-runners (6.19%), while none were identified as speed-runners. As previously, the results in Figure 7 support the notion that most participants tend to be fast rather than slow. 
 

 
Figure 7: Classification of the participants based on (A) Estimated time and (B) Actual time. 
4.3 RQ3: Do the actual completion times match the estimated completion times 

in crowd studies? 
As reported in the previous section, in Studies 1 and 3 the estimated and actual completion times were significantly different. However, in Study 2 (the most complex of the studies), the estimated and actual completion times were not significantly different.  
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4.4 RQ4: Are there demographic factors (age, gender, nationality, education, 

etc.) that correlate with the completion times in crowd studies? 
Linear mixed modeling was used to assess factors associated with the average completion time. The study was included as a random intercept to take into account the varying average completion times between the three studies. Age, gender, and nationality were included as independent variables. We also had some data on the highest education level obtained by the participant, as well as their current employment, but since these variables were missing for most participants, we did not include them in the model. Hypothesis testing was performed at a 5% level of significance. 
Table 9: Linear mixed modeling analysis results.  time taken 

Predictors Estimates CI p 
(Intercept) 9.31 0.61 – 18.02 0.036 
Age 0.05 -0.05 – 0.16 0.333 
Sex [Male vs. Female] 1.07 -0.68 – 2.82 0.231 
Nationality: United Kingdom Ref   Nationality [N/A] 16.34 0.17 – 32.51 0.048 Nationality [Other] 3.63 0.83 – 6.42 0.011 Nationality [United States] 4.92 2.58 – 7.27 <0.001 
Random Effects 
σ2 66.37 
τ00 study 44.32 
ICC 0.40 
N study 3 
Observations 343 
Marginal R2 / Conditional R2 0.046 / 0.428 

The results in Table 9 show that neither age (P = 0.333) nor gender (P = 0.231) was significantly associated with the average time taken to complete the questionnaire. However, nationality showed a statistically significant association with the average time taken to complete the questionnaire. The average time required by respondents from the US (B = 4.92, P < 0.011) was significantly higher than the time required by the respondents from the UK. Similarly, the average time required by respondents from other countries was significantly higher than the time required by respondents from the UK (B = 3.63, P < 0.05). Addressing RQ4, this indicates that age or gender are not significant predictors for study completion time, but the country of origin is a significant predictor. Nationality does correlate with participants going over or under the estimated completion time.   
Given that there were only three slow-runners across all studies and most speed-runners were in Study 1, we cannot evaluate RQ04c. However, since age and gender 
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were not significant overall, we can determine that these demographic variables do not impact either going over or under the estimated completion time (RQ04a and RQ04b). Nationality is significant though, with crowdworkers from the UK taking statistically significant less time than workers from other nationalities (RQ04a and RQ04b). 
4.5 RQ5: How many participants are under- or over-compensated relative to 

minimum wage? 
To address RQ5, we calculated the actual hourly rate (also referred to as the effective wage [59]) for each participant by dividing the assigned reward per completion with the actual time taken. We then compared these rates to minimum UK hourly wages at the time. The flat rate for completing Study 1 was £2.24, while the flat rates for completing Studies 2 and 3 were £2 and £3.50, respectively. The hourly rate was calculated for each participant by dividing the flat fee by the completion time (in minutes), and then multiplying by 60. 
Table 10: Summary of the included studies. 

Study N Flat fee (£) Minimum hourly wage (£)* Actual hourly rate (£) SD hourly rate (£) 
CV P 

1 123 2.24 8.91 27.4 10.2 37.4% < 0.001 
2 143 2 8.72 9.85 4.83 49% 0.005 
3 97 3.5 8.72 13.7 5.89 43% < 0.001 

P-values are based on comparing the minimum wage and the actual hourly rate. Statistical analysis was performed using one-sample t-test. The analysis was also repeated using median hourly rate, IQR, and one-sample Wilcoxon Signed-Rank test, which gave the same statistically significant differences. *The UK minimum wage for people aged 23 and over was increased between the studies. 
The results (see Table 10) show that the calculated actual hourly rate was higher than the minimum hourly wage in all three studies. The actual hourly rate was significantly higher than the estimated hourly rate in all studies (P < 0.001 using t-test). The results also showed a higher variability in the actual hourly rate within each study as shown by the CV. Addressing RQ5, across all studies, the flat rate used resulted in an actual hourly rate that was higher than the estimated minimum hourly wage in 76.9% (n=279) respondents. Moreover, the average hourly rate was significantly different between all three studies (P < 0.001 using one-way ANOVA), and was significantly different between each pair of studies (P < 0.001 for all pairwise comparisons using an unpaired t-test), although the average estimated hourly rates should have been approximately equal. Figure 8 illustrates the distribution of hourly rates across the studies. As can be seen, the hourly rates vary considerably, even though the data collection platform is the same, and the compensation levels and sampling criteria are similar. This can be attributed to different tasks, with Study 2 being the most demanding for the participants. 
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Figure 8: Distribution of hourly rates across studies. Lines represent the average calculated hourly rate.  
4.5.1 Study 1. The results in Figure 9 indicate that the flat rate used in Study 1 resulted in a higher calculated average hourly rate for all respondents (n = 123, 100%) than the estimated hourly rate of £8.91. The average actual hourly rate (£27.4 ± £10.2) was significantly higher than the minimum hourly wage (P < 0.001). The figure 

communicates that using a flat rate is a bad idea because due to the variability in actual 

completion times, many crowdworkers end up being either over- or under-compensated 

relative to minimum wage. The previous analysis showed the average completion time to be 5.65 ± 2.3 minutes, which was 9.35 minutes shorter than the estimated time.  
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Figure 9: Distribution of the calculated hourly wage based on the flat rate and response time. The dashed line (right) represents the average actual hourly rate and the dotted line (left) represents the minimum wage.  
4.5.2 Study 2. In Study 2, the flat rate used resulted in an hourly rate greater than the estimated minimum wage in 57.3% (n = 82) respondents and a lower hourly rate in the remaining 61 (42.7%), as shown in Figure 10. The figure shows that using a flat rate is 

sub-optimal because due to the variability in actual completion times, many 

crowdworkers end up being either over- or under-compensated relative to minimum 

wage. The average completion time was not significantly different from the estimated time at the 0.05 level (P = 0.09). Nonetheless, the average actual hourly rate (£9.85) was significantly higher than the estimated hourly rate of £8.72 (P < 0.001).  
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Figure 10: Distribution of the calculated hourly wage based on the flat rate and response time. Dashed line (right) represents the average actual hourly rate and the dotted line (left) represents the minimum wage.  
4.5.3 Study 3. In Study 3, the flat rate used resulted in an hourly rate greater than the estimated minimum wage in 74 (76.3%) respondents, and a lower hourly rate in the remaining 23 (23.7%), as shown in Figure 11. The figure indicates that using a flat rate 

is a sub-optimal idea, as due to the variability in actual completion times, many 

crowdworkers end up being either over- or under-compensated relative to minimum 

wage. The average completion time was significantly lower than the 25 minutes estimated completion time (P < 0.001). The average actual hourly rate (£13.7) was significantly higher than the estimated hourly rate of £8.72 (P < 0.001).  
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Figure 11: Distribution of the calculated hourly wage based on the flat rate and response time. The dashed line (right) represents the average actual hourly rate and the dotted line (left) represents the minimum wage.  
4.6 RQ6: Do Researchers and Workers Win or Lose by Flat Rate? 
In Study 1, the total amount that should have been spent by the researchers if the actual distribution of time taken (based on the minimum wage) would have been £103 (actual time × 8.91/60) while the estimated amount for the 123 participants should have been £276 (123 × £2.24). It can be concluded that the researchers lost ~£173 due to the time variability. In other words, the paid amount was 168% higher than it would have been based on actual completion times (given the same target hourly rate). So, for Study 1, the researchers lost in monetary terms. Symmetrically, the workers obtained a cumulative gain of the same amount (£173). 

In Study 2, the total amount that should have been spent by the researcher if the actual distribution of time was taken into consideration (based on the minimum wage) would have been £342 (actual time × 8.72/60) while the estimated amount for the 143 participants should have been £286 (143 × £2). It can be concluded that the researchers gained ~£50 due to the time variability. In other words, the paid amount was 16% lower than it would have been, based on actual completion times and given the same target 
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hourly rate. So, for Study 2, the researchers won in monetary terms. Symmetrically, the workers obtained a cumulative loss of the same amount (£50). 
In Study 3, the total amount that should have been spent by the researchers if the actual distribution of time taken (based on the minimum wage) would have been £273 (actual time × 8.72/60), while the estimated amount for the 97 participants should have been £339 (97 × £3.5). It can be concluded that the researchers lost ~£66 due to the time variability. In other words, the paid amount was 24% higher than it would have been based on actual completion times (given the same target hourly rate). So, for Study 3, the researchers lost in monetary terms. Symmetrically, the workers obtained a cumulative gain of the same amount (£66). 
Hence, in two studies, the researchers “lost” and the crowdworkers “gained” from the decided parameters of the estimated time of completion and fixed compensation. This was mainly due to the researchers overestimating (based on their pilot studies) how long it would actually take crowdworkers to complete the survey. In contrast, Study 2 turned out to be more time-demanding than expected based on its pilot study. It is relevant to point out that by adjusting the parameters, e.g., by mitigating the reward or time estimate, the outcome could have been different, and the crowdworkers would 

have “lost” relative to the optimal situation where all crowdworkers are paid proportional to their actual time spent. 
 

5 DISCUSSION 
5.1. Main Implications 
Our findings contribute to the nascent work of considering ethics in crowdwork [21,22,59]. The findings show that even though it may appear tempting for researchers to set a flat rate for all crowdworkers, this is not the optimal strategy when the actual time taken varies by a considerable margin. Our results indicate that a non-trivial 
number of participants both exceed (“slow-runners”) and go under the expected time 

(“speed-runners”), which reduces the usefulness of the flat rate approach and challenges researchers and platforms to develop better tools for fair compensation in crowdsourcing. 
Our findings also underline the difficulty of estimating survey completion times when using online crowdsourcing platforms. In all studies, the assigned reward resulted in an actual hourly rate that was higher than the estimated hourly rate for more than 4 out of 5 participants. This is naturally a good outcome for the crowdworkers, but perhaps mitigates the cost-efficiency of data collection for the researchers. Previous 
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research has found that targeting a specific wage is extremely difficult, and that researchers tend to underpay due to underestimating how long a task takes [59]. While in our case the results also showed more overpayment relative to minimum wage, the conclusion of time-estimation being difficult remains the same. 
Furthermore, the fact that the average hourly rate was significantly different between all three studies is both peculiar and interesting, and we explain it such that the inherent difficulty of the studies varied. Specifically, Study 2 had the lowest actual rate, indicating the highest difficulty. In contrast, Study 1 had the highest actual rate, indicating the lowest difficulty. In effect, the participants in Study 1 were paid a 178.2% higher hourly rate than those in Study 2 (although both groups were paid more than estimated rates). This difference underlines the importance of determining the actual compensations based on actual completion times, as estimating task difficulty is not a straightforward task [9]. 
Note that both under- and overcompensation can be considered to be unfair, but for different reasons. Undercompensation is unfair because it does not provide the target hourly wage for a worker. Overcompensation is also unfair because (a) it compensates Worker A more for their time than Worker B (even double or triple payment can be possible), and (b) it can reduce the total number of workers that are getting hired. This is because research budget B is divided between the number of participants as a function of the reward c, so that the N number of participants that can be recruited in a given budget is N = B / c. Hence, the larger the reward, the fewer people can be recruited. Consequently, overcompensation “eats” the possibility of more people being able to earn. 
Why is there time variability? We presume this is for the simple reason that the capabilities of the workers vary, and some are better at processing information quickly than others. Therefore, they can complete the same task significantly faster than those with average or relatively slow processing times, while the quality of the responses among these groups remains the same or at least at an acceptable level. Based on this premise, a fair system should not discriminate against slow workers – i.e., we should not penalize a person for being slow, given that they are doing their best in the work. However, the more there are ethical speed-runners (i.e., fast participants with good quality), the more likely it is that the ethical slowrunner is being penalized, when using averages to set the compensation level. 
If the premise of time variability as a consequence of the innate abilities of workers holds, then it cannot be logically solved with any approach that relies on a constant, fixed compensation level for all. Instead, the realized compensation level needs to vary 
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by participant, and be based on the empirical variability of their skills and abilities. This, we argue, is currently not realized in the majority of works conducted using crowdsourcing. Hence, it is imperative that researchers realize the importance of time variability and take the “long path” of building time-aware compensation mechanisms, although we are the first to admit that this is challenging, given that it is exceedingly easy to rely on the standard features provided by the crowdsourcing platforms due to their convenience and speed. 
5.2 Implications for Researchers 
As human computation systems become more common, there is a desire among researchers to offer fair compensation [3,5,21,59,60] to crowdworkers feeding data to these systems, as well as to those providing valuable inputs for survey research. Unfortunately, current platforms lack easy tools for assigning fair compensation, and there are no ready mechanisms to avoid under- or overcompensation. In the following, we suggest three basic strategies for researchers to provide fair compensation in crowdsourcing based on the time implications raised. 

Strategy 1: Compensation by Normal Distribution. Intuitively, the idea here is to, in a way, overestimate the time taken to complete the study. For example, first carry out a pilot study with N participants (an exploratory fraction of the target sample size). This helps to obtain a mean value (µ), i.e., the average time it took the pilot participants to complete the study, as well as their SD. Then, assuming an hourly compensation goal (CG), the reward (R) can be computed as follows: R = CG × [(µ + 3 × SD) / 60]. For example, assume we want every participant to be paid at least 10 USD per hour. Then, based on a pilot run we observe that on average participants take 15 minutes to complete the task, with the SD being 5 minutes. We then simply add another 15 minutes (3 × 5 = 15) to our expected completion time, yielding a “safe” estimate of 30 minutes, according to which we set the task completion reward (which in this case would be 5 USD). This strategy can be applied when it is not possible to alter the paid rewards after task completion. Theoretically, this strategy increases the chances that a crowdworker may be underpaid, as according to the assumption of normal distribution, 99.7% of the duration values would be located within three SDs of the mean. Naturally, this comes at the cost of overcompensating most of the workers that lie nearer to the average completion time. However, this strategy can be applied when aiming to minimize the chances of unfair compensation across all workers. From a cost-benefit perspective, one can make the argument that this approach is still beneficial for the researcher when comparing the cost of paying slightly more than minimum wage with 
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the researcher career benefits of a published peer-reviewed publication or similar professional outcome. 
Strategy 2: Multi-Objective Fairness. Theoretically, it is possible to build a custom solution that considers time variability, as well as other relevant factors such as output 

quality and the crowdworker’s physical location. Then, the general formula of setting the reward for Participant i is as follows: Ri = qualityi × timei × locationi. In other words, given that a participant passes the quality check, the reward is set based on the time they took to complete the task and their local minimum wage (or a variant of it, e.g., a heuristically inferred rule of X% above minimum wage). This requires that the researcher tracks the time taken and obtains the geographic location of the participant. In theory, this strategy has the negative effect of incentivizing slow work [59] if the worker knows that they will be compensated more if they work slowly. Hence, perhaps not revealing that the time taken is a factor for compensation might be more beneficial for obtaining durations that match perfectly with the real capabilities of the workers. Additionally, the measurement of time could incorporate the invisible work done by the workers [56], and not only the task completion time. 
Strategy 3: Post-Hoc Bonuses. This strategy involves observing the participants’ actual completion times, and allocating a bonus to those falling behind the determined 

minimum wage or other objective level of compensation. Theoretically, as this approach is data-driven, it ensures that all participants reach the minimum required compensation. The downside of this approach is that it is laborious, requires manual calculations, and it also requires that the platform enables sending bonuses after task completion. On the other hand, the calculation is not difficult: gi = hourly minimum wage - (1 / actual hourly time takeni × reward (see example1), giving the wage gap g of participant i. The gaps can then be paid using the platform’s bonus feature (which is available on some current platforms [57]). However, it appears that the calculations would need to be done only on a subset of actual participants, as most crowdworkers finish the task under time. 
When addressing fairness, there should also be some consideration given to the 

workers’ cost of living. Namely, if applying the factor of geographic location, we can pose the following question: Should a person from lower-income country be paid less just because they come from a lower-income country? There can be two answers: yes and no. Yes, because if the worker is not paid a sum that is relative to their local living 
                                                           
1 For example, hourly minimum wage = 8.00; time taken = 0.5 hrs; reward = 2.00 → g = 8 – (1 / 0.5 * 2) = 4$. 
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standard, then this may result in unfair treatment of the workers. For example, presume Participant A has a local minimum wage of $5, and Participant B has a local minimum wage of $10. Now, if both take the same time to complete the study successfully and get the same compensation, this compensation y will always be twice as favorable to Participant A ((y / 5) / (y / 10) = 2) because they live in a country where the same sum can provide more in general. Note that this location premise is also behind remote work compensation schemes – for example, Google setting their employees’ salaries based on their physical location2. On the other hand, there is a contrary argument, that in online environments, people should be paid the same for the same job, regardless of their country of origin, as the virtual work market is global. According to this premise and rooted in the principle of equal opportunity [7], compensation is fair when matching outputs are appraised equally. While this can result in people from lower-income countries gaining a relative advantage over those from higher-income countries, this is accepted based on the quality of work (i.e., the fact that the intrinsic value for the researcher is the same). 
Finally, our findings underline the difficulty of estimating task completion times, which is a problem identified in previous work [9,40] and which is confirmed by our findings. Possible reasons for this include inaccurate estimation services being provided by the crowd working platform, and/or the participants taking part in the pilot testing of the tasks not being representative of the crowdworker population who actually take on the task. However, based on the three studies we analyzed there does seem to be a visible trend, where the more complex the task (which for this research was measured by the number of questions on the survey), the more convergent were the actual task time and the estimated task time. 

5.3 Implications for Crowdsourcing Platforms 
In the wake of worker-centered design [13] that aims to support (online) labor, we offer three design propositions (DPs) that could increase compensation fairness: 
• DP01: Conducting post-hoc analysis. Platforms could show researchers information about participants that fell under the minimum wage based on the actual completion times, and give researchers the option to easily increase their compensation to the minimum wage (or another desired level). Currently, we are not aware of any platforms that have this feature. 
                                                           
2 https://www.hrkatha.com/news/compensation-benefits/googlers-can-use-work-location-tool-to-calculate-pay-for-
remote-work/  

https://www.hrkatha.com/news/compensation-benefits/googlers-can-use-work-location-tool-to-calculate-pay-for-remote-work/
https://www.hrkatha.com/news/compensation-benefits/googlers-can-use-work-location-tool-to-calculate-pay-for-remote-work/
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• DP02: Mitigating information asymmetry. The current platforms offer researchers little information about fair compensation. Among the missing information are (a) suggestions for target minimum wages, and (b) notifications of under- or over-payment in real-time. Platforms could provide these features as an added form of system transparency [15]. A relevant point here is that novice and expert 
crowdworkers’ evaluations of task feasibility differ [18], implying that these two worker groups might require specialized solutions. 
• DP03: Applying an auction mechanism. The payment level of the researcher could be adjusted in real-time, based on actual completion times (similar to the auctions taking place in online advertising [24]). For example, if the task is taking longer than expected, then the flat rate increases up to a researcher-set maximum (i.e., a cap price). 

Obviously, more research and development is needed to design fair compensation functionalities for use in crowdsourcing platforms [14,21,41]. Current platforms, such as MTurk, Appen, and Prolific do not adequately address this issue. Both MTurk and Appen lack functionalities for setting a fair level of compensation, essentially “pushing 

the problem” onto the researchers. Prolific has features that facilitate calculating an hourly wage (see Figure 12), and if the researcher knows the local minimum wage and focuses on a geographic region, these functionalities help approximate fair wages. However, as we have shown in this study, a fixed hourly wage suffers from the problem of averaging, and therefore does not provide a reliable proxy for fair compensation at the individual level. 

 
Figure 12: Example of platform functionalities that support calculating fair hourly rates (Prolific, Study 1). By changing either the estimated completion time (the field in the middle) or the compensation level (the field at the bottom), the system calculates the estimated hourly 
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rate (the green bar at the bottom), and gives a visual and textual indication of how fair it is (in 
this case, “£8.96 Great!”). 

Therefore, the question is: How should a crowdsourcing platform be designed for fair compensation? Or more succinctly, how can a fair platform be designed? Naturally, these question is far from being trivial, as evidenced by the large amount of work carried out in this field. The approach to fairness is ultimately a choice. As an example, consider two cashiers, one fast and one slow. Should the slow cashier be paid less than the fast for the same hours? In most companies, people are paid the same amount for the same job regardless of speed. Then, there are other professions where performance-based compensation is more accepted, for example, sales. Typically, corporate salespeople have some base salary and then performance-based bonuses. The question is – is crowdsourcing more like working on corporate sales or in a supermarket? This question might not be for the researchers to decide, but the answer might require a policymaker intervention.  
The challenge is partly due to the requirement of catering to the needs of all stakeholders in a fair manner. The platforms may perceive their predominant incentive to be directed towards researchers, as the researchers are the source of funds, and therefore, possibly seen as less expendable than a typical “small” crowdworker, of whome there are potentially millions. On the other hand, platforms may be aware of the need for quality workers, as low levels of quality would rapidly result in researchers abandoning the platform. Hence, recognizing the nature of crowdsourcing platforms as two-sided markets [39] seems like a necessary starting point for designing fairness mechanisms. To provide fairness for researchers, the platforms should prevent scenarios where the researcher is overcharged – i.e., having to pay more than could have been paid for the same quality of work. To provide fairness for workers, compensation levels should not fall under the expected fair price, but as mentioned, this is a tricky proposition because the motivations for participating in crowdwork can vary from simply passing time to supporting a family [6,25,26], thus resulting in very different expectations. 
Perhaps somewhat unexpectedly, overpayment can also decrease the overall fairness in the system. This is because the more a researcher overpays one worker, the less budget they have for other workers. Thus, the scenario arises where if one could have hired three people and satisfied their minimum living costs (for which the minimum wage is a proxy), by overpaying, one might only have the capacity to hire a single worker with the same money. Certainly, it is good for the person who receives the 
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overpayment, but it is bad for others that are left without any chance for earning as a consequence. 
Navigating the different expectations and needs of stakeholders can be demanding. Researchers may prefer an estimate from the platform of how much their overall data collection would cost. But obviously, if the cost is time-variable and the expected time cannot be computed reliably, this can cause the researcher to exceed their budget, thus lowering their satisfaction with the platform and possibly resulting in incomplete datasets. Moreover, if the compensation is tied to the time of completion, then there is an incentive for the crowdworkers to complete the study slower than normally. So, while the general goal should be to factor in the natural speed differences among workers, the question of how to do so remains a concrete problem to tackle. 

5.4 Policy Implications 
It can also be argued that neither researchers nor platforms should determine the rules of crowdwork. Especially, platforms are private enterprises whose primary allegiance is to the maximization of profits for shareholders. Furthermore, leaving the question of fairness down to the researcher involves the complication that each researcher might have a very different definition of fairness. All of these definitions could be equally defendable. For example, time-based fairness might add inequity between workers where one crowdworker is completing the task faster because he is working harder, and another slower because he is distracted. Therefore, on this ground, it would be justifiable to subscribe to performance-based fairness instead of time-based fairness. 

The approach to fairness is ultimately a choice, and in most companies, people are paid the same amount regardless of the speed at which they work. Yet, there are other professions where performance-based compensation is more accepted, for example, sales. Typically, corporate salespeople have a base salary and then recieve performance-based bonuses. This raises the question of whether crowdsourcing more like working in corporate sales, or working in a supermarket? Because researchers’ answers to this question might be opinionated, or researchers might not be the right people to answer it in the first place, fairness might be very difficult to determine within the system. Hence, perhaps fairness needs to be determined by policymakers. 
To some extent, policy is already made. For example, US law requires that implementers do not provide specific payment constraints, or else the categorization of the platform workers may be obliged to be changed. In a similar vein, universities’ Institutional Review Boards, the National Science Foundation, or publishers could 
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determine a fair compensation policy for crowdwork, be it minimum wage or some other guideline for researchers.  
5.5 Limitations and Future Work 
As mentioned in the discussion section, fairness may be defined in several ways: for example, either ignoring or factoring in criteria for fairness such as the time taken to complete the task, or the participant’s cost of living. In this study and in line with previous studies [59], we did not adjust the hourly rates by the participants’ location, therefore, adhering to the first definition of fairness. However, for achieving 
comprehensiveness, it would be possible to compute the impact of a worker’s country on fair compensation. This can be done simply through the formula ci = actual time takeni * hourly local minimum wagei, indicating the compensation c of participant i. After computing these values for a set of participants, we can further compare how much the paid compensation differs from locally adjusted hourly wages. 

Also, we focused mostly on survey research which involved studies that asked multiple questions of a different nature from the participants (i.e., not a repetitive task). This study type is different from other crowdsourced study types such as machine learning annotation [42,58] or HITs [2], which, for example, might ask participants to identify if a picture contains a certain object. HITs in general are considered less demanding than subjective tasks such as survey completion that requires more elaborate thinking. Therefore, our findings may not apply to all types of crowdsourced tasks, but they do apply to using crowdsourcing for surveys such as those commonly carried out in user studies and social science research (e.g., psychology, sociology). Therefore, it would be interesting to see the compensation expectations from crowdworkers in these types of HIT tasks (see [29]). 
In our study, we used minimum wage as a proxy for fair compensation. However, it is noteworthy to mention that minimum wage may not necessarily correlate with the crowdworkers’ perceptions of fair compensation, nor correlate with notions of fair task compensation. For example, Whiting et al. [59] found that workers considered fair compensation to be double the US federal minimum wage at the time. This puts pressure on researchers to not just meet the minimum wage, but also to find ways of exceeding it in order to satisfy crowdworkers’ sense of fair compensation. Furthermore, this challenges the idea of using the minimum wage as a reliable baseline for fair compensation. If the data provided by the workers is critical for the conduct of the research, and the research is funded with sizeable research grants, then it is fair to ask whether the minimum wage is too low? Moreover, an aspect that we did not consider but which matters for workers is their ‘invisible work’, namely locating tasks, 
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communicating with researchers, and managing payments [56]. These tasks effectively decrease the hourly wage of the workers , and should be considered in future analysis. 
It appears that optimizing one notion of fairness can undermine another, especially in terms of skills versus time. For example, slower performance might be due to genuine (e.g., impairement) or ingenuine (e.g., distraction) reasons [61]. Hence, it would be valuable to examine this tradeoff more systematically, for example, by evaluating how design factors in payment mechanisms contribute to different notions of fairness, and how these notions are valued by relevant stakeholders (e.g., workers, researchers, and platforms). In a similar vein, future work should examine the 

relationship between workers’ speed and their level of expertise [18]. 
Finally, our results are based on three studies conducted in the same crowdsourcing platform. Therefore, it is possible that they reflect the response patterns of participants in that platform, and that those patterns might deviate from patterns observed in other platforms. We chose Prolific because of its out-of-the-box feature for recording the time taken to complete a study. However, ideally, future work can compare our results with those obtained from other platforms. While the findings may change in terms of speed-runner/slow-runner ratios, we believe the main finding that the time taken to complete surveys varies greatly among crowdsourcing participants, and that this has direct and important implications for fair compensation. 
 

6 CONCLUSION 
Our findings highlight the complexities of determining fair compensation for crowdwork at aggregate or individual levels, and for either the crowdworker or the researcher. Using one standard rate of compensation suffers from the problem of averaging, and therefore does not provide a reliable proxy for fair compensation. We suggest that researchers set a fair level of compensation that addresses factors such as the quality of work, time variability based on workers’ natural abilities, and also the geographic location (i.e., local standard of living). 
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