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Abstract 
As inverter-based distributed energy resources (DERs) continue to proliferate in the distribution systems and provide a significant part of the generation, enhancing the visibility of the system for coupling transmission and distribution networks is becoming essential. The paper offers a monitoring and managing approach based on integrating information from synchrophasors and phasor data concentrators (PDCs) to enhance the deployment of the smart inverter, post their dynamic functions and overcome the decoupling between distribution/transmission operations. The proposed approach includes DER monitoring and managing entity (DER-MME) which communicates with PDC units that can manage the smart inverters functions in real-time during normal/abnormal operation based on a proposed fault detection and localization algorithm. Although the approach can be expanded to include several functions, in the paper, the focus was on the momentary cessation function (MC) and how it can be dynamically controlled by the proposed approach to improve the response of smart inverters. The merit of the proposed approach has been illustrated on several transmission and distribution faults that triggered fault-induced delayed voltage recovery (FIDVR) events which are common in distribution networks.   
Keywords: Smart inverters; phasor measurement unit (pmu); distributed energy resource (DER); fault-induced delayed voltage recovery (FIDVR); momentary cessations (MC); IEEE Std. 1547-2018.

1. Introduction  
There is a continuous change in the distribution system that would demand more resilient, robust, adaptive,  and flexible characteristics. This change is due to the high penetration levels of distributed energy resources, energy storage systems, and emerging technology. Furthermore, customer engagement, as a prosumer, becomes an essential element for the electric utilities and energy market [1]. With the high penetration of smart inverter -based distributed energy resources (SI-DERs), more automation and system integration become essential in order to monitor, in real-time, the system main variables at the distribution substations and SI-DERs terminals [2]. Having such information will allow distribution system operators (DSO) to take prompt actions that secure a reliable and continuous operation of SI-DERs as well as coordinate with transmission system operators (TSO) during steady-state, dynamic, and transient events [3]. In addition, the continuously increasing penetration of SI-DERs makes a significant part of the reactive power resources connected to the transmission network (TN) is replaced by the deployment of SI-DERs in the distribution 
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network (DN) [4], [5]. While the analyses, (and simulations) of the DN and TN have been traditionally decoupled due to the insignificant impact of the dynamics in the DN on the TN, the high penetration of the DERs has largely amplified the system dynamics and, thus, the shared impacts between DN and TN. Hence the TN/DN decoupling is no longer permissible as a significant generation is located on the distribution system. This entails more active participation of DNs as their geographical distribution nature may provide more flexible and localized support to the TN during normal and abnormal operations. Furthermore, the increasing coupling between the TN and DN, in terms of the increased shared dynamic impacts, urges TSO and DSO to have further visibility to ensure a precise operation of the DER which contributes to the effective system operation, control, and protection on both TN and DN sides [6]. Therefore, the deployment of advanced technology for system integrity is an important factor to ensure smart coordination and effective contribution of the SI-DERs to provide quality voltage to customer loads [7], [8]. Against this backdrop, the IEEE std. 1547-2018 [9], established criteria and requirements for interconnection of DERs with electric power systems (EPSs) and associated interfaces. The standard categorizes the performance capabilities needed for area-EPS during normal and abnormal operations. The standard supports interoperability and provides the area-EPS operator and DER operator with communication capabilities. These updates provide a new opportunity that encourages the deployment of advanced technology at the distribution level aiming for effective intelligent area-EPS integrity and provides TN/DN combined fields of monitoring, control, and protection. According to the IEEE std., SI-DERs should be capable of operating at different modes by regulating their output active and reactive power to support the network dynamics. For instance, the current exchange of the DERs with the Area-EPS during disturbances should be minimized using the momentary cessation (MC) mode which ceases the SI-DERs to energize the grid [9]. In the amended version of the IEEE std. 1547, inverters should enter the MC mode when the terminal voltage is less than 0.5 pu for up to 1 s or if the voltage is above 1.1 pu for up to 12 s.  This mode, however, was initially introduced in 2015 in response to new requirements in California Rule 21 and Hawaii Rule 14H for addressing the "smart inverters" functionality [10]. The introduction of the MC mode was mainly driven by the safety requirements from distribution level perspectives during disturbances. The MC mode retains inverters galvanically connected during transient low voltage events which allows the rapid and autonomous restoration of the power if the voltage recovers within a specified time. Therefore, while ensuring safety during faults, the MC mode is used to avoid the long disconnection time (up to 5 min [11]) if an inverter was unnecessarily tripped.   However, due to the increased coupling between the TNs and DNs, voltage/frequency variations on the local terminals seen by inverters can be due to disturbances on different parts on the network (pulk-EPS, area-EPS, or local-EPS). Thus, the lack of such details on the source of the disturbance can pose a challenge to the inverters’ operation to optimally support the grid. For example, inverters could trigger the MC mode based on voltage/frequency variations without identifying the type of fault (momentary/temporary) and its location (on their own DN feeder, adjacent feeder, or on the TN) which could impact the system adversely. It has been reported in [12]-[14] that in systems with high penetration of SI-DERs, the distribution and transmission systems can be critically affected by MC operation.  Cases in point are the Blue Cut Fire and the Canyon Fire 2 events due to TN faults [15]. The impact of the faults in these events, although the faults were promptly cleared, has caused large losses of the PV generations (1,200 MW were lost in the Blue Cut event and 900 MW were lost in the Canyon event). Those losses in the PV generations were found primarily due to the triggering of the MC mode of large number of inverters during and following the events [12]. More incidents have been also reported in [16] where faults on the TN have caused the loss of PV generation due to 
inverters’ responses. Those events have raised the question for a better coordination between inverters, not only in the transmission level, but also in the distribution level [16], [17].   In addition, at the load side, when the SI-DERs at both TN/DNs enter the MC and cease power contribution, the system load becomes unbalanced as compared with TN bulk generation which leads to instable operation. Furthermore, investigations conducted by [18], [19], on the response of small-scale PV inverters to short-duration voltage sags, do highlight the impact of losing DERs and the significant increase in loads due to the loss of the after-the-meter inverters. During TN or DN voltage disturbances, the MC mode causes a significant amount of rooftop DERs to drop (ceases current) at the time of disturbance and return to normal after a specific time [19]. This loss/return results in a dynamic increase in the load during the transient event and negatively affects conventional generators [12]. These impacts can be seen as rapid frequency excursions and their associated stability issues, mainly as result of the sudden unbalance in the mechanical and electrical power of the conventional generators.  
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Furthermore, faults in areas with high penetration of residential air conditioners (RACs) provoke fault induced delayed voltage recovery (FIDVR) events [20]. During this event, the RACs stall within 3 cycles when the voltage momentarily goes below approximately 50% causing large reactive power demand which leads to delayed voltage recovery [21]. This voltage reduction might impact all the inverters connected at the area-EPS, local-EPS, and after the meters (rooftop DERs) and drive them to MC or trip (if the low voltage persists beyond the MC time identified by the standard) which further deteriorates the voltage profile [16]. Moreover, this voltage deterioration drives more RAC loads to stall and generate undesirable dynamic load behavior. Consequently, there is a concern that faults and transient events at the TN can cause a loss of significant part rooftop DERs and stall RAC units at a wide area of the DN. Such an event can have a detrimental impact on the loss of a significant amount of inverter-based DERs and develop a stability problem. It has been reported in [22], [23] that faults resulted in the loss of a significant amount of solar photovoltaic (PV) generation. These events were monitored by a supervisory control and data acquisition (SCADA) system, which has a sampling rate of approximately one sample per 4 seconds. This sampling rate is below the MC maximum duration as well as the TN fault clearing time, which in some cases within 0.042 seconds [22], [23]. The lack of capturing high-speed data samples results in poor system visibility that hinders a complete analysis of the behavior of inverter -based resources as well as DN loads during fault events. Such visibility will facilitate the understanding of DER responses in local-EPS, area-EPS, or wide area network [23]. On the other hand, the installation of phasor measurement units (PMUs) on the TN, supports system planning and operations by improving modeling accuracy and system reliability [24]. As compared with the SCADA systems, PMUs can provide the following, i) a higher degree of time granularity in terms of number of samples per second (50-60 sample per second) and higher data resolutions, ii) a fast communication access for real-time/close to real-time, iii) the capability of larger number of devices across the network, and iv) more accurate time synchronization of the measurements. Therefore, the deployment of PMUs that report to phasor data concentrators (PDCs), with a high time-stamp resolution, provides system visibility enhancement much greater than that provided by SCADA. While PMUs have been employed effectively in the past decade in the TNs, their deployment in the DNs has been very limited mainly due to their cost and the requirement for measurements accuracy for the small angles in the DNs. However, with the development of the high-precision micro-PMUs (PMUs), the technology started to emerge in the distribution networks opening new opportunities for applications. Therefore, upgrading the DN with PMUs, can provide valuable insight, especially as the load becomes more complex and SI-DERs reach higher levels of penetration. (Note, in the rest of the paper, the acronyms PMUs and  PMUs have been used interchangeably). It is reported in [24], [25] that PMUs represent a key equipment that can address emerging distribution system challenges and represent promising applications in different areas. These applications include planning and modeling associated with high SI-DERs penetration, system reconfiguration and power restoration, fault detection and island operation, and detection and measurement of FIDVR. In view of this, the main motivations of the paper are: 1. Although some of the literature suggested disabling the MC function in the smart inverters, the authors investigated the potential for a better management of the MC function through exploring the following questions. Does upgrading the smartness level of DER inverters to develop a response based on a global system information rather than terminal information as well as developing a dynamic setting outside the continuous operation region would enhance the operation of SI-DER and the MC function triggering? Does the integration of the PMUs at the SI-DER level and PDC at the system level provide a better management of the MC function (rather than disabling it) , and enhance the operation of distribution/transmission networks?  2. It has been reported in [16] that FIDVR events generate persistent low voltage profiles at DN leading to loss of DER generation. This raises a question about the impact of disabling MC function on the voltage profile for RAC loads and FIDVRs. Hence during faults at bulk EPS, area EPS or local EPS, does the voltage profile more sensitive to loss of SI-DERs currents due to disabling MC functions or more sensitive to voltage drop due to TN upstream currents.   3. Furthermore, in case of distribution feeders (area EPS or local EPS), how the upstream source current at the main substation (and consequently the overcurrent protection in place) can be significantly impacted by the operation of the MC in case of FIDVR events. Does triggering the MC function of multiple inverters due to faults result in no fault contributions from those inverters which leads to increasing the current at the main substation and hence impacting the whole healthy area EPS? How does the fault location (bulk EPS, area EPS or local EPS) and 
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disabling/enabling the MC function in smart inverters impact the main substation current and result in malfunction of the overcurrent protection? In line with the above motivations, the main contributions of the paper can be summarized in the following.  1. The paper proposes upgrading the SI-DERs and the local-EPS aggregated loads with synchrophasor measurements. This upgrading is utilized to localize different TN/DN transient events and control the SI-DERs settings (disable/enable the MC function) during the transient event to avoid system stability issues.  2. The paper upgraded the SI-DERs response to voltage variation to be based on the system condition at the local-EPS, area-EPS, or bulk-EPS and not only at the local terminals (voltage/frequency condition).   3. The paper developed a new dynamic zone that defines the SI-DER active power delivery and reactive power exchange voltage relationship during a system transient condition (Volt-Var and Volt-Watt settings). The dynamic zone and fault localization are integrated to control (disable/enable) the MC function for different SI-DERs at local-EPS or area-EPS that are subjected to severe voltage variation.  4. The paper proposed an algorithm that enables the MC function of all SI-DERs connected in a local-EPS whenever a fault takes place within the same local-EPS. While the algorithm disables the MC function of the same SI-DERs whenever a fault takes place in the area-EPS or bulk-EPS. The advantage of adopting such a switching approach (rather than disabling the MC for all inverters) is to allow an adaptive response of the inverters (in the DN) based on the network condition which improves the system integrity.  While disabling the MC function is the most appropriate for fault on the bulk-EPS for stability reasons, enabling the MC can be desirable in case of faults on the local-EPS. In this case, the MC will prevent inverters to contribute to the fault for safety reasons, as well as it allows rapid restoration of the active/reactive power in case of temporary faults to support the grid in events such as FIDVR. Enabling the MC in this case also allows the maximization of the 

feeder’s source current in case of faults in a local-EPS feeder which facilitates the rapid isolation of the fault. The proposed upgrading improves the voltage delay recovery due to RAC loads, enhances the SI-DERs' continuous operation, and reduces the number of lost DERs. It also provides decouple of the DN/TN protection and grid stability. For investigations, the paper also developed a measurement-based load model of the dynamic behavior of areas with high penetration residential air conditioners and investigated the impact of such loads on driving SI-DERs into MC/trip operation. The paper measurement-based simulated results show that controlling the MC function and using the proposed Volt-Var and Volt-Watt settings have enhanced the reliability of the system. The contribution of the SI-DERs currents whenever disabling MC is also monitored and shows no significant currents are detected. These results are investigated during permanent and temporary faults that take place at a local-EPS, an adjacent to local-EPS, area-EPS, or bulk-EPS. The paper proposed ultra-reliable low-latency communication (URLLC) standard provided by the new fifth generation of mobile networks (5G). The capability of 5G communication to coordinate PMU/PDC latency stages, very high peak data rates, a massive number of PMU devices, packet loss rate as well as network reliability are discussed. While the magnitudes of voltages and/or frequency variations are essential in assuring SI-DERs' continuous operation, this paper focuses on voltage variations and ignores frequency variations. This is because all data used to model the loads and sources have insignificant frequency variation that does not drive DER operation to be outside the continuous operation zone. 
2. Network and Inverter Modeling  
2.1. Network modeling with dynamic loads 

The network model in this study is illustrated in Fig. 1, which shows a typical DN with local-EPS and high penetrations of DERs. The local-EPS consists of three main feeders: DN feeder (under monitoring and investigation), adjacent feeder, and other feeders. The DN feeder is considered the main (local) feeder in this study. It includes fiv e busbars with their aggregated loads and two utility-scale DERs located at buses 2 and 5. The local-EPS is modeled to operate as either a radial or a ring system. Significant parts of the loads are modeled as RAC type that provokes FIDVR events during the abnormal condition. Based on the IEEE std. 1547, each local-EPS is classified under category B during normal operation which is featured with high penetrations of DERs that are subjected to frequent large variations in their output power. During abnormal operation, category III of the standard is considered that provides the highest disturbance ride-through capabilities.  
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A measurement-based approach is used to model the loads during the abnormal operating condition. These measurements are obtained to reflect real-time dynamic behaviors of loads during disturbances due to faults at TN and DN. The dynamic nature of the load data is collected from field measurements as reported in [21]. According to [21], the loads that have been used in their measurements contain about 70% RACs. In this study, the voltage, frequency, and active and reactive power measurements are utilized to develop and simulate the steady-state and dynamic loads which are used to investigate the response of SI-DERs and the DN during abnormal conditions. The implemented load model maps the system loads into local areas power systems (local-EPS) as defined in IEEE std. 1547. The voltage variation during transient events, as monitored at the distribution substation, the active and react ive power responses of the loads due to RACs stall and/or DERs MC/disconnection are used to simulate a dynamic load response in the PSCAD/EMTD environment. The variations in these loads are used to investigate the SI-DERs operation modes with reference to IEEE std. 1547. As shown in Fig. 1, in the modeled local-EPS, PMUs are assumed available at the SI-DERs, the substation, and the aggregated load buses. The PMUs are used to control the SI-DERs and report the voltage and current synchrophasor measurements to PDCs located at the distribution substations. The deployed PDCs at DN and TN-PDCs are integrated and used to enhance the coupling data between the TN and DN networks. The deployment of PMUs and PDCs provides more system visibility that supports system operators of both TN and DN networks. The PMUs are utilized in this paper to monitor the variations in voltage, currents, and frequency. The voltages and currents are monitored, and their phasor representation is extracted as   

Fig. 1. DN Model used in the study.  
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where  𝑣𝑘  and 𝑖𝑘  are the voltage and current phasors at bus 𝑘 respectively, 𝑉𝑘  and 𝐼𝑘  are the voltage and current magnitudes respectively, 𝑓𝑜 is the nominal frequency and the angles δk and θk represent the phase shift of the voltage and current signals, respectively, at bus 𝑘 with respect to a time-synchronized common reference. The frequency for every signal is defined as 
𝑓(𝑡) = 𝑓𝑜 + Δ𝑓(𝑡)  (2) 

where Δ𝑓(𝑡) is the deviation of frequency from nominal value and the rate of change of frequency (ROCOF) is 
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As stated earlier, however, the frequency variations and ROCOF are not shown in this study. Fig. 2 illustrates the accuracy of the load modeling data as reported to PDCs. The aggregated loads on the five buses of a DN feeder under study and the distribution substation total load are shown in Fig. 2. These loads are 
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simulated and monitored during steady-state (up to 3.0 seconds) and their dynamic behavior (after 3.0 seconds) due to FIDVR events of the system shown in Fig. 1. The accuracy of the load model is validated by comparing the measurement-based simulated MW and Mvar loads extracted from [21] (dotted lines) and the PMUs data as extracted from the PSCAD simulated model (solid lines). The dotted lines of the measured data and the solid lines the PMUs reported data to the PDC show a close match of the load model. The purpose of this comparison is to validate that the load dynamics during a FIDVR event as measured by the PMUs is similar to the measurement-based load from [21]. It is important in this study that the dynamics captured by the PMUs reflect the practical response of the load. This is necessary as those responses are used to investigate the response of the SI-DER to those dynamics. It should be noted that both active power and reactive power of the load have been modeled to have the same profile based on the measurements in [21].  Fig. 3 shows the simulated voltages of five buses on a typical distribution system during two faults [21]. A temporary TN fault (Fig. 3a), which is cleared very fast (within 3 cycles), yet affected a large area of the DN healthy feeders [17]. The impact of this fault has been seen as a sudden reduction in the voltages at the DN buses. Due to the RAC loads, a FIDVR was observed at the distribution level and causes a loss of a significant part of medium voltage level SI-DERs and rooftop DERs (MC and trip, V < 0.50 pu for t > 1.0 second). The case in Fig. 3a, the FIDVR at one of the healthy DN feeders that lasts for 27 seconds before returning the voltage to normal values. The second fault is a temporary fault (Fig. 3b) on a segment of a DN feeder. This fault shows a FIDVR that lasts for 12 seconds before restoring voltages to all buses at the DN feeder. Fault impedances used in these investigations varied from 0.5-10 Ω.  

 
Fig. 2. The steady-state and dynamic behavior of the DN feeder’s loads and source power during a fault event.  
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Fig. 3. FIDVR at distribution system due to a) fault at transmission level and b) fault at distribution system. 
 During these events, whether the fault is at TN or a segment of a DN feeder, voltage sags cause the RAC units to stall and drive SI-DERs to MC that cease current injection and trip (if the terminal low-voltage persists beyond the threshold time defined in the IEEE 1547 std.). This leads to an increase in loads (seen by the source substation) and a loss of DERs generation. Consequently, more current is supplied from the grid feeder that activates the protection relays and disconnects customers and generators at DN feeders regardless faults are temporary, fast cleared at TN, or at a segment of DN feeder. Both of the events in Fig. 3 represent a challenge to distribution system protection, the SI-DERs ride-through, and continuous operation as well as the stability of TN. 
2.2. Inverter modeling and management 

An electromagnet transient (EMT) based model has been used in this study to accurately capture the transient/dynamic responses of the inverters during contingencies. The inverter model used in the simulations is the detailed model of a two-level, three-phase voltage source inverter (VSI) simulated in PSCAD (using discrete switch models). The inverter is controlled mainly to regulate the active and reactive power using vector control in the dq-frame and standard PI compensators as illustrated in Fig 4. As illustrated in Fig. 4, the inverters are managed with the PMUs and PDCs. The PDCs process the reported PMUs data and define system normal/abnormal condition. The PMU data reporting (voltage and current of synchrophasors, frequency, and ROCOF measurements) is arranged to cover 10-120 frames per second (fps) for 60Hz system (10-100 fps for 50Hz system) [26] based on the real-time (or close to real-time) requirement of the system response. The communication interface requirement of the SI-DER (≤ 30 seconds, [9]) should be updated to match PMU applications. The communication method between the PMUs and the PDCs should consider the SI-DER locations and available communication infrastructure to develop a real-time application. Analyzing the data of the PMUs allows the PDCs to control SI-DERs and define fault location, update their functions, as well as isolate faulty feeders and restore power to healthy EPS- areas. The PDC also reports the processing results to the main control station, hence the DN/TN PDCs are integrated to overcome TN-DN decoupling and provide control commands to the SI- DERs PMUs that reflect the system condition and not only DERs terminal condition. During normal operation, the DN-PDC is used to manage the reference values of the active and reactive power (P and Q set values). During the abnormal condition, the PDCs define fault location and control the smart inverters' dynamic performance by enabling/disabling the MC function and other SI-DERs modes. Thus, in the implemented controller, the set values of the active and reactive power are constantly managed in close to  real-time to proactively support the grid operation. The current limit logic in the local controller ensures inverter currents do not exceed the maximum (rated) current of the inverter. The details of the proposed set values during the normal and abnormal  conditions are described in section 4.  
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Fig. 4. Inverter local control and its integration with PMU and PDC.   The accuracy of the responses of the inverter’s control is evaluated by comparing the inverter’s output active and reactive powers based on the set values extracted from IEEE std. 1547 (volt-var and volt-watt operation modes) and the inverter output powers as extracted using the PMUs. Fig. 5 compares the set values 𝑃𝑖𝑛𝑣

𝑠𝑒𝑡  and 𝑄𝑖𝑛𝑣
𝑠𝑒𝑡 (blue plots) of the inverter that is connected to bus 5 as well as its PMU measured values 𝑃𝑖𝑛𝑣

𝑚𝑒𝑎𝑠  and 𝑄𝑖𝑛𝑣
𝑚𝑒𝑎𝑠  (red plots) during a fault. The result of the figure depicts the accuracy of the model response as compared to the PMU measured data. It should be noted that, the inverter ride-through response is affected by the fault duration period as well as the RAC loads response due to voltage variation which is extended beyond the fault duration period.  

 
Fig. 5. Inverter P and Q set values and PMU extracted values during inverter ride-through response to a fault. 
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3. Impact of the Abnormal Operation on the Distribution and Transmission Networks  

The collective impact of transient events on DN feeder and SI-DERs as well as the grid power is investigated in this section. Different cases of temporary and permanent faults on DN and TN are considered in this paper. These investigations are aimed to underline that, despite the different locations or the different nature (temporary or permanent) of the events, they can drive different inverters at different parts in the network, simultaneously, to the same operation mode (whether it is momentary cessation, ride-through, or trip). This is mainly because inverters respond only to local measurements.  Fig. 6 shows the responses of the two inverters connected to the DN feeder understudy (in Fig. 1) due to faults on the TN, DN adjacent feeders, and the DN feeder under study. The figure illustrates five case scenarios arranged in five columns. Each case shows the PMUs extracted voltages on each bus (𝑉2, 𝑉5) and the active and reactive power of bus 2 and bus 5 inverters (𝑃𝑖𝑛𝑣
𝑚𝑒𝑎𝑠  and 𝑄𝑖𝑛𝑣

𝑚𝑒𝑎𝑠), and the grid current (Isource) at the distribution substation. 
Case 1 (Fig. 6, column 1) shows the impact of a FIDVR in the DN feeder due to a temporary transient event (balanced fault) on the TN. This event generated a DN-FIDVR that drives the SI-DERs to the following operation modes: 
• Inverter 5 on bus 5 enters the MC mode shortly after the fault occurred and recovered in less than 1s (V5 

<0.5pu). 
• Inverter 2 on bus 2 rides through the event (V2 >0.5pu). 
Case 2 (Fig. 6, column 2) presents another temporary fault on the TN causing a deeper voltage drop on the DN which drives the two inverters on the DN to the following. 
• Both inverters 2 and 5 enter the MC mode soon after the occurrence of the fault (V5 <0.5 and V2 <0.5). 
• Inverter 5 trips as the voltage dip lasted for more than 1s, while inverter 2 recovers within 1s. 
• Inverter 2 enters the MC mode again due to a voltage increase at the end of the FIDVR event (V2

 >1.1pu) before it trips. 

 
Fig. 6. The DN grid and inverters power during TN and DN transient events.  
Case 3 (Fig. 6, column 3) illustrates fault event occurred at an adjacent feeder to the DN feeder understudy. The event caused the following modes: 
• Both inverters 2 and 5 enter the MC mode soon after the occurrence of the fault. 
• Both inverters recover within 1s. 
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Case 4 (Fig. 6, column 4) shows an event due to a fault on the DN feeder at the feeder section 3-4. The fault was self-cleared after 0.35s. This event triggers the following: 
• Inverter 2 rides through the event (V2>0.5pu). 
• Inverter 5 enters the MC mode before recovers within 1s. 
In all of the investigations, the following remarks can be concluded.   
• In all cases, it can be observed that the main substation current (Isource) increases significantly when one or more inverters enter the MC mode. This current increase is due to the system response to the dynamic behavior of the load due to FIDVR events and the lost power of the inverters (seize to energize due to MC). This lost power is supplied from the TN and becomes significant if a wide area in the DN is affected by the FIDVR as the case in the TN faults. While this increase is desirable in the case of faults on the DN causing fast protection reaction, it is not the case for faults outside the DN as they cause a false operation of the protection systems. 
• In cases 1-3, despite the faults were outside the DN feeder, the inverters on the healthy feeder entered the MC mode for several intervals. 
• Loads on the DN exhibited dynamic prolonged responses even to transient faults on TN. This response can be observed from the variations in Isource in the bottom plots in Fig. 6. This can be also observed from the wide variations in active and reactive power responses in Fig 2.       This dynamic response is exaggerated by the loss of the after-the-meter (rooftop small inverters) and the FIDVR. This underlines the coupling between the TN and DN. Therefore, for operational improvement, during these events, the SI-DERs' response should be categorized and controlled such that their response is controlled not only based on the terminal voltage and frequency profile. The SI-DERs response should consider a wide area system condition and not only the condition at the connection terminals. The information about the event type, location, and the dynamic nature of the local-EPS load (FIDVR) as well as the loss of the after-the-meter rooftop DERs should be considered. The impact of the SIs operation mode, active and reactive power priority, and functions should also be considered. Such control should support the TN stability, the DN reliability, and end-users quality of services during faults at wide area network, area-EPS, or local-EPS. Based on the area-EPS and local-EPS, the SI-DERs should be able to delay and adjust MC duration settings, disable/enable these functions, and/or change the SI-DERs operation mode. This can be achieved by overriding the decouple operation and allowing wide-area system condition information sharing among the TN/DN operators in real-time. 
4. The proposed algorithm  

The increased visibility of DN power flows and bus voltages in real-time can increase the capability to grid control and analyses based on the PMU real-time data. In the proposed system, all buses appear as autonomous nodes that develop an event-driven network capable of reporting-by-exception whenever the monitored features are upgraded from a state to another. This real-time observability supports real-time assessment for protection and control and fast decision-making for the DSO in defining system state and DERs status. Furthermore, the achieved observability enhances the DSO competence to diagnose the equipment health condition, detect and anticipate early stages of impending faults and equipment failure. It also provides a means to analyze an event post disturbance for situation awareness and effective managing and optimizing DER resources, as well as continuous updating of system models. The following subsections describe the proposed approach to upgrade the DER operations and improve the system visibility.  
4.1. Proposed Upgrading Settings of the Managing Entity (DER-MME) 

The local DER setting is upgraded in this paper to include the DER-SIs operation outside the steady-state continuous operation mode as defined in the IEEE std. 1547-2018. For example, the decision of disabling/enabling MC operation, during transient events, is proposed to be performed within a limited time while the applicable voltage or the system frequency is outside the continuous operation mode. It is worth it to mention that this paper is focused on upgrading the momentary cessation operation setting based on only the voltage variations, assuming the applicable frequency is within specified continuous operation parameters. The SI-DERs functional and setting update is performed smoothly and without developing transients at the DER outputs. 
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The paper proposes a “continuous to energize” dynamic setting zone that can be utilized whenever the MC mode is disabled. The proposed zone defines the DER active power delivery and reactive power exchange during a system transient condition that drives the voltage variation towards MC operation. Fig. 7 shows the upgraded volt/var and volt/watt droop settings of the inverters. The inverter output power outside the voltage range defined in the IEEE std. 1547, is proposed by extending the voltage/power output relationship outside the continuous operation mode. It should be highlighted that, while the IEEE std. requires the inverter to enter an MC mode if the voltage drops below 0.5 pu, (i.e., P= 0 and Q= 0), in this paper, it is proposed that the volt/var and volt/watt relationships are extended (by the blue and red lines) to develop a dynamic setting zone that allows DER-SIs to generate power outside the continuous operation zone. This dynamic zone covers the SI response when voltages are below low voltage or high voltage MC mode (𝑉 < 𝑉𝐿 𝑜𝑟 𝑉 > 𝑉𝐻) and whenever the MC mode is disabled by the PDC. For purpose of this study, a reactive power priority (Q-priority) mode has been considered to provide maximum reactive power support in case of the FIDVR events. In this mode, the reactive power is set based on the volt/var curve and used to calculate the reactive current set-value. The active current is then calculated based on the rated current of the inverters. This is illustrated by (4) and (5).  

𝐼𝑞𝑅𝐸𝐹 =
𝑄𝑅𝐸𝐹

|𝑉|
 (4) 

𝐼𝑑𝑅𝐸𝐹  = √𝐼𝑁
2 − 𝐼𝑞𝑅𝐸𝐹

2  (5) 
where 𝐼𝑞𝑅𝐸𝐹 and 𝐼𝑑𝑅𝐸𝐹  are the quadrature and direct components of the inverter current (as they indicated in the current logic in Fig. 4), |𝑉| is inverter terminal line voltage, and 𝐼𝑁  is the inverter rated current. As previously mentioned, the proposed algorithm in this paper considers insignificant frequency variation in the DN during different events and focuses only on voltage variations.  
 

 
Fig. 7. The existing “continuous operation” and the proposed “dynamic setting” volt/var and volt/watt droop responses of the inverters.  Fig. 8 illustrates a high-level structure of the proposed DER-MME. The figure depicts the monitoring and managing links proposed to upgrade the SI-DER control and management and thus, providing the means to de-couple the DN/TN operation. The normal and abnormal operating conditions are monitored and defined by processing the real -time synchronized PMUs data as reported to PDC at the distribution substation. Based on the network operating condition overseen by the Area-PDC, the appropriate operating mode (or activating/deactivating functions) of the SI-DER can be activated. Accordingly, the reference active and reactive powers (PREF and QREF) are identified in the inverter local control in accordance with the settings defined in IEEE std. 1547 as well as the proposed zone whenever the operation is outside the continuous zone (in the dynamic zone) as illustrated in Fig. 7.    It is pertinent to mention that, while the proposed DER-MME is a general monitoring and managing approach for all inverter functions/modes, this study focused specifically on implementing the DER-MME for enabling/disabling the MC mode for dynamic support of the voltage profile. The decision to activate/deactivate the MC function is based on a proposed fault detection and localization algorithm which is described in section 4.3. 
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4.2. Communication Challenges of the Managing Entity (DER- MME) 

The data quality and communication requirements are the main challenges for the applications of DER-MME in a modern and smart distribution system with a variety of energy resources and RAC loads. The proposed DER-MME is relying on a communication network between area PMU-PDC and multiple PMUs in order to monitor and manage the operation of different DERs. The area PMU-PDC processes the time-synchronized phasor measurements as reported from the area and local SI-DERs and aggregated loads. The results are used to define in real-time the operation condition in the local/area EPS and updated SI-DERs functional and mode settings accordingly. All aggregated measurements are tagged with the UTC time through the Global Positioning System (GPS). The upgraded DER-MME structure and its communication capability are developed to match PMUs data exchange for real-time application.   

 

Fig. 8. Structure of the proposed DER-MME.  Based on the available communication technologies, we propose the integration of ultra-reliable low-latency communication (URLLC) standard provided by the new fifth generation of mobile networks (5G). The URLLC is one of the most significant developments to the 5G network standard and is directed mainly for industrial applications. It can achieve 99.999% reliability with user-plan and control plan latencies of 1 ms and 10 ms respectively [27]. The 5G is around 100 times faster than existing mobile technology (4G) with a transfer rate of 20 Gbps [28]. This new technology provides connections with very high peak data rates that supports mobile broadband (eMBB). It also provides machine-type communications (mMTC) that supports a massive number of PMU devices with a less than 1% of packet loss rate [29]. Based on the communication requirements of intensive distributed PMUs to provide their data over long-range and within a restrictive time, it looks that the 5G-based URLLC is the natural communication-technology best candidate at the moment. The 5G communication has the capability to coordinate DER-MME latency stages that include PMU computation and processing window, network delay, PDC processing delay, and the control process delay. It has been reported in [30], data measured by PMUs can transmit to a control center every 0.01s via a 5G network however, DER-MME processing and control action delay present an additional latency. Data loss due to GPS signal loss or communication network congestion is dropped by a time-out function that is linked with the time-stamp of the reported data. Furthermore, as reported in [31], the accuracy of PMU-based fault detection and localization is directly related to the implemented sampling rate of the current and voltage signals and a time resolution of at least 1/50 of a second (50 Hz system) and a corresponding time error of 100 s is required. The IEEE std. C37-118 [32] encourages higher data rates, such as 120 frames/s, that enhances the accuracy, however adding a computational margin. The estimated values of the latency and data rates in the literature are based on simulation and (or) laboratory application and implementation in a real power system as well as security assurance still present a challenging task.  
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In general, faults that generate slow-time voltage sag towards MC mode (less than 0.5 pu) are more practical to accommodate in real-time application of the control response and disable/enable MC functions. For example, in Fig. 3b there are 15 cycles (PMU data rates up to 30 frames) before the bus voltage reach 0.5 pu. However, faults that generate instantaneous voltage sag to less than 0.5 pu (Fig. 3a) present a great challenge for real-time application. A predefined time delay should be considered in such cases before activating the MC function in order for the proposed algorithm to define the fault-location and hence enable/disable the MC function. 

4.3. Fault Detection and Localization Algorithm 
The goal of the proposed algorithm is to allow a dynamic MC response of SI-DERs during abnormal transient events that impact voltages such as FIDVR. During a transient event at TN or DN, a FIDVR is propagated at the DN and the SI-DERs detect voltage reduction that impacts their continuous operation. Furthermore, the distribution protection system detects high currents that might disconnect the feeders. Due to the increasing coupling between the TN and DN, the response of SI-DERs and the protection system should be hinged to fault location (DN/TN faults) and not only to the developed FIDVR. Defining the source of a transient event allows DSO to coordinate with TSO to take prompt action to secure the reliable and continuous operation of SI-DERs. The proposed fault detection and localization algorithm integrates the impedance estimation fault detection method and multi-terminal measurement method. The algorithm assumes the availability of the time-synchronized measurements (TSMs) of voltage and currents at SI-DERs and load buses. In addition, it assumes TSMs can be extracted from PMUs at the IEDs in primary substations and outgoing feeders. The multi-terminal measurement method is incorporated by using the TSMs to estimate, in real-time, the feeder currents in forward (𝐼𝐹𝑂𝑅) and backward (𝐼𝐵𝐴𝐶𝐾) directions. During normal operation conditions (NOC), the estimated time-synchronized value of the forward direction current 

[𝐼𝐹𝑂𝑅]𝑝𝑞
𝑁𝑂𝐶  between two buses p and q is 

[𝐼𝐹𝑂𝑅]𝑝𝑞
𝑁𝑂𝐶 = {

𝐼𝑠𝑖                               𝑖 = 1
𝐼(𝑖−1)𝑖 + 𝐼𝐷𝐸𝑅𝑖 − 𝐼𝐿𝑖                 𝑖 = 2: (𝑘 − 1)

 (6) 
where 𝐼𝑠𝑖  (𝑖 = 1) is the TSM of the current supplied from the primary substation in the forward direction and 𝐼𝐷𝐸𝑅𝑖  is the SI-DER current at bus 𝑖. The total number of buses in the feeder is 𝑘. Similarly, the backward direction current 
[𝐼𝐵𝐴𝐶𝐾]𝑝𝑞

𝑁𝑂𝐶  between any two buses is 
[𝐼𝐵𝐴𝐶𝐾]𝑝𝑞

𝑁𝑂𝐶 = {
𝐼𝑘𝑆                               𝑖 = 𝑘

𝐼(𝑖−1)𝑖 + 𝐼𝐷𝐸𝑅𝑖 − 𝐼𝐿𝑖                 𝑖 = (𝑘 − 1): 2
 (7) 

where 𝐼𝑘𝑆 is the measured synchrophasor current supplied from bus k towards the primary substation. During normal operation condition, both forward and backward monitored synchrophasor currents are approximately equal as follows. 
[𝐼𝐹𝑂𝑅]𝑝𝑞

𝑁𝑂𝐶 =  [𝐼𝐵𝐴𝐶𝐾]𝑝𝑞
𝑁𝑂𝐶  (8) 

To incorporate the impedance estimation method, the feeder segment catalog impedances (from manufacture) and the TSMs of the voltages at each bus are used to calculate the currents [ICAL]NOC in each feeder segment. 
[𝐼𝐶𝐴𝐿]𝑝𝑞

𝑁𝑂𝐶 =  |𝐼𝑖(𝑖+1)|∠𝛿𝑖(𝑖+1) =  
|𝑉𝑖|

∠𝜃𝑖 − |𝑉𝑖+1|∠𝜃𝑖+1

|𝑍𝑖(𝑖+1)|
∠𝛽𝑖(𝑖+1)

 (9) 
where Vi is the measured synchrophasor voltage at bus I, and 𝑍𝑖(𝑖+1) is the feeder segment impedance as defined by the feeder’s manufacture. During a fault condition, the forward direction current [𝐼𝐹𝑂𝑅]𝑝𝑞

𝐹  and [𝐼𝐵𝐴𝐶𝐾]𝑝𝑞
𝐹  are used to estimate the current at any feeder segment of the faulty feeder. The primary substation feeder segment current is based on the substation PMU measurement. The calculated currents [𝐼𝐶𝐴𝐿]𝑝𝑞  

𝐹 can correctly estimate the currents in all feeder sections except the faulty section. This is due to the change in the impedance of the faulty section as a result of the fault impedance. 
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A feature matrix is used to define the faulty segment in a feeder. This matrix is developed based on the impedance estimation fault detection method and multi-terminal measurement method. When a fault or transient event takes place in any feeder section of a radial/meshed distribution system, the faulty feeder segment location is defined as 

[Faulty Segment]𝑝𝑞 =  [Δ𝑀]𝐹𝑂𝑅 ∙  [Δ𝑀]𝐵𝐴𝐶𝐾  ≠ 0 (10) 
where [Δ𝑀]𝐹𝑂𝑅 and [Δ𝑀]𝐵𝐴𝐶𝐾  are feature matrices and 𝜖 represents the error between the impedance estimation fault detection method and multi-terminal measurement method which are calculated as follows 

[Δ𝑀]𝐹𝑂𝑅 =  |[𝐼𝐶𝐴𝐿]𝑝𝑞  
𝐹 | − |[𝐼𝐹𝑂𝑅]𝑝𝑞  

𝐹 | 

&   [Δ𝑀]𝐹𝑂𝑅 = 0    if      [Δ𝑀]𝐹𝑂𝑅 <  𝜖           
(11) 

[Δ𝑀]𝐵𝐴𝐶𝐾 =  |[𝐼𝐶𝐴𝐿]𝑝𝑞  
𝐹 | − |[𝐼𝐵𝐴𝐶𝐾]𝑝𝑞  

𝐹 | 

&   [Δ𝑀]𝐵𝐴𝐶𝐾 = 0    if      [Δ𝑀]𝐵𝐴𝐶𝐾 <  𝜖           
(12) 

Those feature matrices are used by the DER-MME to identify the condition of the network and manage the SI-DER accordingly. This is illustrated in the following results sections.  
5. Results and discussion 
5.1. Validation of the Fault Detection and Localization Technique 

The fault detection and localization technique has been tested and validated on numerous fault cases applied at different locations, durations, and fault impedance on the test network in Fig. 1. Some of the results are presented in Fig. 9 which shows the feature matrices of all the segments of the distribution feeder for different fault scenarios. The feature matrices presented in Figs 9(a) to 9(d) are for faults outside the DN feeder (either on the TN or on the adjacent feeders of Fig. 1), whereas Fig. 9(e and f) shows the feature matrix in case of a fault is located in the DN feeder under study. Figs 9(a, b, c and d) are the feature matrices for TN/DN events defined by cases 1-3 in Fig. 6. Fig 9(e and f) represent the feature matrix for DN event at DN feeder understudy during a fault of 0.19s at the feeder segment 2-3 and 1.05s at the feeder segment 3-4 (case 4 in Fig. 6). The figure reveals that the feature matrices can clearly detect the faulty segment and thus, identify whether the fault is within the DN feeder understudy. This is important in the proposed DER-MME in order for the SI-DER to respond accordingly.  

 
Fig. 9. Feature matrices of the DN feeder’s segments in the DN in Fig. 1. 
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5.2. The Performance of the Proposed DER-MME for Minimizing the Impact of FIDVR Events 

The DER-MME has been used to dynamically control the MC function of the SI-DER based on the fault locations. Fig. 10 shows the enhancement of the system due to the proposed DER-MME considering different FIDVR events caused by faults at TN (case 1 of Fig. 6), DN adjacent feeder (case 3, of Fig. 6), and DN local feeder (case 4, of Fig. 6). The results are based on simulations conducted on the test network shown in Fig. 1. Fig. 10 (a) compares the results without/with the proposed DER-MME during a temporary fault on the TN that generates FIDVR on all DN buses of the feeder under study (case 1 of Fig. 6). The top two figures  (of Fig. 10 (a)) compare the enhancement in the bus voltages. The bottom figure compares the two inverters and the substation currents. The dashed lines represent the currents in the base system and the solid lines represent the DER-MME based system response. For the base system, the voltage dropped at bus 2 to less than 0.5 pu and inverter 2 entered the MC mode (seize to energize, dashed red line). The system loses a potential reactive power from inverter 2 that supports the mitigation of the voltage drop. The dynamic nature of the load (RACs stall) causing large reactive power demand which leads to delayed voltage recovery. The inverter lost power is substituted from the TN causes a high substation current (Isource) as shown in the figure (dashed line in Fig. 10 (a)). Based on the proposed DER-MME, the feature matrix for such event (case 1 of Fig. 6 and Fig. 9(a)) indicates that the fault is outside the monitored DN feeder. The MC mode is disabled and inverter 2 provides more reactive power support based on the proposed dynamic setting of the volt/var as proposed in Fig. 8. Implementing the DER-MME enhances the voltage response as depicted in the top-right plot of Fig. 10(a) and causes a significant reduction in the substation current as shown by the solid line in the bottom plot of Fig. 10 (a). This reduction in the DN substation current restrains the impact of SI-DER MC mode and FIDVR currents on the TN, particularly in the case of wide DN areas are affected by a voltage reduction event.   

 
Fig. 10. Effects of DER-MME implementation to dynamically control the MC mode for minimizing the FIDVR events.      Figs. 10(b) and (c) show FIDVR cases due to permanent (cleared after 1.5s) and temporary faults respectively. Both faults occurred on the adjacent DN feeder. The proposed DER-MME shows that the fault is not in the DN feeder understudy, and MC mode is disabled. The impact of disabling the MC mode, in this case, can be seen from the clear improvement in the voltages of the DN feeder during and after the fault while the changes in the inverters and substation currents were not significant.  The last case in Fig. 10(d), presents the response for a permanent fault on line 3-4 on the local DN feeder (case 4, Fig. 6 and Fig. 9(f)). This fault caused the voltages at buses 3, 4, and 5 to drop below 0.5 pu. Since the fault was detected on the DN local feeder, the MC was enabled by the DER-MME, and as a result, the inverter at bus 5 entered the MC mode. A high substation current can be observed which causes the fault to be cleared rapidly. However, for investigating the impact of the proposed DER-MME in case of temporary faults (not permanent). The MC mode is also disabled or delayed and results are compared with the case when the MC was enabled. Disabling or delaying the MC mode enhances the voltage response as depicted in the top-right plot of Fig. 10(d). Furthermore, it causes no significant change in inverters’ currents, however, it causes a reduction in the substation current (the solid line in the bottom plot of Fig. 10 (d)) which delays the protection relay response until declare a permanent (not temporary) fault.   
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It should be highlighted that, from the results and in terms of voltage responses during the FIDVR, despite the small recovery in the voltage profiles, supporting the voltages using the proposed DER-MME to restore the voltage above the 0.5 pu threshold was necessary to prevent several RAC loads to stall (RACs stall at 0.5 pu as explained in section 1). This consequently can reduce the impact of the FIDVR events as fewer loads will stall .  

6. Conclusions 
The focus of the paper has been specifically on the impact of voltage variation due to faults at TN/DN (local-EPS, area-EPS, and bulk-EPS) on the DN voltage delay recovery and MC/Trip operation of SI-DERs. Based on several investigations, it has been shown that triggering the MC function of the inverters based only on the local voltage/frequency information and the lack of visibility between the DN and TN can adversely impact the voltage profile during FIDVR events. Furthermore, MC/Trip mode increases the number of lost SI-DERs and hence impacts system stability. The paper proposed an upgrade to SI-DERs response to voltage variation to be based on the system condition at the local-EPS, area-EPS, and bulk-EPS and not only at the local terminals (voltage/frequency condition). In this paper, a monitoring and management entity (DER-MME) is proposed for dynamically managing distribution system smart inverter functions/operations during faults in TN/DN. Two upgrades are proposed on the system level and device level. At the system level, the SI-DERs and the local-EPS aggregated loads are upgraded with synchrophasor measurements that provide a way to define fault locations. At the device level, the standard settings (IEEE std 1547-2018) are upgraded by a new dynamic zone for SI-DER active/reactive power voltage relationship to provide a new setting for SI-DERs operation outside its continuous operation zone. The paper shows that implementing and controlling these two suggested upgrades by the DER-MME improves the system reliability. The proposed DER-MME enhanced the SI-DERs operation considering the area-EPS conditions and not only the voltage and frequency at the inverter terminals. The algorithm improves the voltage delay recovery due to RAC loads and hence enhances the voltage profile. It supports the SI-DERs continuous operation, delays the MC/Trip operation, and reduces the number of lost DERs due to MC/Trip functions. It also provides decouple for the DN/TN protection and stability actions. The integration of PMUs and PDC with the SI-DER in the proposed DER-MME shows very promising results. The visibility between the DN and TN is attained and faults can be detected and localized in local-EPS or area-EPS and hence promptly control the SI- DERs functions and modes. The proposed approach was tested on a typical DN where results showed that a better voltage profile can be achieved and thus stability can be improved.  
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