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Performance of EGNSS-based Timing in Various
Threat Conditions
Salomon Honkala, Sarang Thombre, Martti Kirkko-Jaakkola, Hein Zelle, Henk Veerman, Anders E. Wallin,
Erik F. Dierikx, Sanna Kaasalainen, Stefan So¨derholm, Heidi Kuusniemi
Abstract—Today’s society is highly reliant on time and fre-
quency synchronization, for example in communications systems
and financial networks. Precise timing is more and more derived
from satellite navigation receivers, which are unfortunately very
susceptible to various signal threats. We studied the performance
of Global Navigation Satellite System (GNSS) timing under differ-
ent operating conditions, and tested the effectiveness of different
techniques that improve timing receiver robustness. These fea-
tures were tested under various threat scenarios related to specific
vulnerabilities in GNSS-based timing, such as interference and
navigation message errors, and their efficiency was analyzed
against corresponding scenarios. We found that interference or
meaconing-type spoofing can threaten GNSS timing, but can
be detected by means of automatic gain control (AGC) and
carrier-to-noise ratio based methods. GNSS interruptions due
to interference can be bridged by a local oscillator holdover
technique based on a Kalman filter whose parameters are based
on a GNSS time solution. Navigation message errors are mitigated
by the European Geostationary Navigation Overlay Service
(EGNOS), and constellation-wide timing errors can be detected
by the use of a dual-constellation (GPS-Galileo) cross-check.
Dual-frequency operation for timing, in addition to mitigating
first-order ionospheric effects, was found to be more robust to
interference with the option to fall back to single frequency.
Index Terms—Global navigation satellite system; Global Posi-
tioning System; Time dissemination; Robustness.
I. INTRODUCTION
T IME and frequency synchronization is a vital dependencyin critical infrastructures such as telecommunication net-
works and power grids. Many users of precise timing have
adopted the Global Navigation Satellite Systems (GNSS), such
as Global Positioning System (GPS), as a globally available
source of primary time reference.
When GNSS is used for navigation it relies on the atomic
clocks on board the satellites for accurate time measurements,
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which are in turn used to make range measurements to the
satellites. As a side effect of positioning, the receiver clock
is synchronized with the GNSS time. In effect, GNSS can be
used as a time transfer system, and provides timing with an
accuracy of some tens of nanoseconds [1]–[4].
Each GNSS has its own system time. GNSS time scales are
kept synchronized with Coordinated Universal Time (UTC),
typically to the nanosecond level. The estimated offset between
GNSS time and UTC is included in the navigation signals, so
a receiver can obtain an estimate of both GNSS time and UTC.
However, GNSS signals received on the Earth are extremely
weak in power, rendering them susceptible to interference
which can be either unintentional, such as side-band interfer-
ence from other transmitters, or intentional GNSS jammers.
A spoofing attack, by the transmission of counterfeit GNSS
signals, against timing is seen as a significant threat [5]–[7],
and various countermeasures have been investigated [8]–[10].
Furthermore, natural effects, such as signal reflections and
atmospheric propagation, i.e., ionospheric disturbances and
tropospheric refraction, can cause increased errors.
Other vulnerabilities exist in the GNSS system in total,
which consists of many interconnected parts, where various
failure scenarios can lead to an interruption or fault in the
signal. A fault may affect a single satellite (e.g. a clock
malfunction or a faulty orbit prediction) or all satellites of a
constellation (e.g. a faulty navigation message upload). While
these failures are extremely rare as robust safeguards and
redundancies are built into the systems, they have occurred in
the past, such as in 2016, when the GPS UTC offset parameter
was erroneous, causing disturbances in timing systems [11].
Such incidents and the general need to maintain continuity of
precise timing services has led to ongoing studies on utilizing
terrestrial positioning, navigation, and timing (PNT) systems,
e.g. Enhanced Long Range Navigation (eLORAN) [12] and
DGNSS Ranging Mode (R-MODE) [13], as robust back-up
options.
Previous work has studied GPS/GNSS timing focusing
on accuracy in timing synchronization [1], [14]–[19], high
precision time transfer for primary standards and metrology
laboratories [3], [4], [20]–[22], and the use of new constella-
tions such as Galileo [23], [24]. Receiver features to enhance
robustness have been investigated, ranging from directional
antennas and alternative signal sources [25] to Receiver Au-
tonomous Integrity Monitoring (RAIM) applied to timing,
i.e., T-RAIM [1]. In addition, the European Geostationary
Navigation Overlay Service (EGNOS) transmits augmentation
data to improve accuracy and integrity of GPS navigation
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within Europe [26]. This augmentation can also be applied
to GNSS timing.
In the scope of this work, we assessed the use of the
European GNSS (EGNSS) services, Galileo [27] and EGNOS,
for time determination and their performance in different
threat conditions. The newly developed multi-GNSS software-
defined receiver FGI-GSRx [28] is used in computing the
timing solutions based on raw GNSS data and enables a level
of detail in analyzing the performance and robustness that has
not been possible previously. We focus on the robustness of
the services, since the timing community is mostly concerned
about the availability and resilience of timing, while accuracy
requirements of most users are easily met by GNSS [29].
This paper builds upon our previous work in [30], where
the key performance indicators (KPIs) were first defined, the
test setup was introduced and used to evaluate Galileo and
EGNOS timing robustness and demonstrate the effectiveness
of T-RAIM with Galileo. In [31], initial results on jamming
detection, T-RAIM, and dual-constellation cross-check were
published.
Our present results further evaluate the performance of
the time determination under different operating conditions,
such as ionospheric disturbance and spoofing, and demonstrate
the effectiveness of different techniques that improve timing
receiver robustness, including GNSS Disciplined Oscillator
(GNSSDO) holdover.
The remainder of this paper is organized as follows: Sec-
tion II provides a general overview of the GNSS timing
services and the robustness techniques. Section III describes
the KPIs selected for performance evaluation, and Section IV
introduces the experimental methods adopted for timing ro-
bustness evaluation and improvement. The experimental re-
sults are provided in Section V. Conclusions are drawn in
Section VI.
II. OVERVIEW OF GNSS TIMING
Specialized GNSS timing receivers are nearly identical to
navigation receivers, but their primary outputs are 1 pulse-per-
second (1PPS) and 10 MHz frequency signals. Typical use of
GNSS for timing is as part of a GNSS disciplined oscillator
(GNSSDO), which is a cost-effective piece of equipment that
provides an accurate timing reference [32].
We consider the use of GNSS for timing as a part
of a GNSSDO having a local oscillator (LO), e.g., a
temperature-compensated crystal (TCXO), oven-controlled
crystal (OCXO), or rubidium oscillator. A GNSS receiver
provides accurate time, and the oscillator is steered towards
the GNSS time. The disciplined oscillator provides a frequency
and 1PPS output, synchronized to GNSS time. A GNSSDO is
usually stationary, and can take advantage of the known static
position for better accuracy and robustness in the computation
of a GNSS time solution.
The GNSS receiver may experience interruptions in the
signal due to interference or blockage of the antenna. In this
situation the GNSSDO will continue to operate in holdover
mode, based only on its internal oscillator. The clock will
begin to drift, however the disciplining loop will implement
a holdover function based on the oscillator model generated
while GNSS was available.
GNSS receivers normally have an automatic gain control
(AGC) block, which controls the incoming power level at the
radio front-end. The individual received signal strengths of the
signals are measured by carrier–to–noise density ratio C/N0.
In this article we analyze several techniques to study and
improve the EGNSS-based timing performance of a commer-
cial receiver driven by an external TCXO reference. These
techniques are broadly based on:
• Multi-constellation (GPS-Galileo) GNSS
• Multi-frequency GNSS
• EGNOS augmentation
• Interference and spoofing detection
• Local oscillator holdover
III. KEY PERFORMANCE INDICATORS FOR ROBUST
TIMING
This section presents the metrics we used as the key per-
formance indicators in evaluating the GNSS timing solutions
and the robustness features. These performance metrics are
evaluated in light of the International Telecommunication
Union (ITU) recommendation on Primary Reference Time
Clock (PRTC) characteristics [33]. This scenario was chosen
as the benchmark as the recommendations are well defined
and telecommunications is one of the most common use cases
for GNSS-based timing.
A. Accuracy
We evaluate the accuracy of the timing solution by compar-
ing both the time (phase) offset and the frequency offset of
the timing receiver to a reference clock.
The absolute accuracy of the time signal is measured by
the time offset and the frequency offset [34]. Time offset is
defined as the difference between a measured on-time pulse
and a reference on-time pulse expressed as:
∆ti = tmeas(i)− tref (i), (1)
where i is the index of the measurement epoch. Frequency
offset is the offset of the measured frequency from the nominal
frequency, defined as
δf =
fmeas − fref
fref
, (2)
and expressed as a dimensionless number, often as parts per
million (ppm).
B. Stability
Stability measures the changes in frequency over certain
periods of time. Various stability metrics exist, but we con-
sider the maximum time interval error (MTIE) and the time
deviation (TDEV). MTIE measures the worst-case time error,
while TDEV describes the noise properties of the clock.
MTIE refers to the largest variation of the time offset
∆ti, i = 1, 2, . . . , N within an analysis interval τ , expressed
as [34]
MTIE(τ) = max
1≤k≤N−n
(
max
k≤i≤k+n
∆ti − min
k≤i≤k+n
∆ti
)
(3)
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TABLE I
ITU PRTC LIMITS FOR MTIE AS A FUNCTION OF ANALYSIS INTERVAL τ .
0.275× 10−3τ + 0.025 µs for 0.1 < τ ≤ 1000 s
10−5τ + 0.29 µs for τ > 1000 s
TABLE II
ITU PRTC LIMITS FOR TDEV AS A FUNCTION OF ANALYSIS INTERVAL τ .
3 ns for 0.1 < τ ≤ 100 s
0.03 τ ns for 100 < τ ≤ 1000 s
30 ns for 1000 < τ < 10 000 s
where the integer n = 1, 2, . . . , N − 1 is the number of
measurements within a particular analysis interval τ , N is the
total number of time offset measurements, and τ = nτ0, where
the sampling time is τ0.
TDEV is a measure of time stability computed from (M+1)
time offset measurements ∆ti, i = 1, 2, . . . ,M + 1, for
analysis interval τ as
TDEV(τ) =√∑M−3m+2
j=1
(∑j+m−1
i=j (∆ti+2m − 2∆ti+m + ∆ti)
)2
m
√
6(M − 3m+ 2) (4)
where the integer m denotes the number of measurements
corresponding to the averaging time τ [34].
Specific requirements for these metrics are given by the
ITU [33]. The ITU recommendations for MTIE and TDEV
are listed in Tables I and II.
IV. EXPERIMENTAL METHODS FOR EVALUATING THE
KPIS
In order to evaluate the KPIs for robust timing, we con-
ducted three data collection phases, each lasting several days.
In order to obtain a precise time reference, we used the refer-
ence time and frequency generated at the MIKES metrology
laboratory, the basis for Finland’s UTC time, UTC(MIKE).
During the data collection, the offset of the 1PPS signal output
by the receiver with respect to UTC(MIKE) was measured.
A. Instrumentation
We collected GNSS data using a roof-mounted GNSS an-
tenna at the national metrology lab MIKES in Espoo, Finland.
The receiver data collection configuration is illustrated in Fig.
1. Raw GNSS observations (pseudoranges) and navigation
data were logged by a geodetic-type GNSS receiver [35].
The receiver used an external 10 MHz TCXO connected
to its 10 MHz frequency input as its LO [36]. A low-cost
clock was selected, in order to highlight the effect of GNSS
and to present significant errors in a short period of time.
UTC(MIKE) was directly used as the reference time in all
measurements. A time interval counter (TIC) [37], set up as a
frequency counter, logged a time series of the frequency offsets
of the LO with respect to a reference frequency FREQ(k)
which is phase locked to UTC(MIKE). Another TIC logged
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Fig. 1. Test setup for receiver data collection. This setup is used for computing
timing stability metrics under different threat scenarios, including jamming.
the offsets between the 1PPS output of the receiver and the
reference time.
The logged GNSS data included GNSS observables for all
frequencies, broadcast navigation data, EGNOS data, receiver
C/N0, and AGC levels separately for the E1 and E5 frequency
bands. The logged observations were processed using FGI-
GSRx, a multi-GNSS software receiver [28], which calculated
the time solutions. In conjunction with the GNSS processing,
a clock controller block estimated the steering corrections
necessary for synchronizing the phase and frequency of the
LO with the GNSS time, based on the GNSS solution and the
intrinsic stability parameters of the LO.
The receiver clock error was determined using the time
solution reported by the receiver and the measured offset
between the 1PPS output and UTC(MIKE). Then, the GNSS
time solution was computed from the observations, their time
stamps, and the broadcast GNSS time to UTC model, and
calibrated for cable delays.
The difference between the GNSS solution and the mea-
sured clock error constituted the time offset ∆t that was used
to calculate the MTIE and TDEV as described in Sect. III.
As necessary for specific test scenarios, the software applied
EGNOS corrections and T-RAIM, and added simulated GNSS
data errors, in order to test different receiver configurations and
threat scenarios.
B. Threat scenarios
The performance of GNSS timing was investigated under
two categories of threat scenarios. Firstly, threats which affect
individual satellites, such as errors in the navigation message
and multipath. Secondly, threats which produce a multiple-
satellite fault, such as elevated ionospheric activity, radio
frequency interference due to jamming, and signal spoofing.
In each case, initially the time solution was calculated without
threats and the time solution error with respect to UTC was
estimated. Next, upon introduction of the threat a new time
solution was calculated and compared to the original reference
solution, thus demonstrating the impact of the threat. The
manner of producing the threats and introducing them into
the experiments is described below.
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Fig. 2. Test setup for computing timing stability metrics under the spoofing
scenario.
Errors in the navigation message: These test cases inves-
tigate the effect on GNSS timing of conditions arising from
misleading information in a satellite’s navigation data or ma-
licious modification of the navigation data from unauthorized
sources. In the first test case, to test how such errors affect the
time solution, as an arbitrary example the recorded clock bias
parameter (af0) in the navigation data for any one satellite
was manually modified for a period of four hours during the
test. In the second test case, to simulate a constellation-wide
navigation data error or misleading information in the UTC
offset parameters, the clock bias parameter of all satellites in
one GNSS constellation was modified for a period of four
hours during the test.
Multipath: This test case investigates the effect of a non-
trivial multipath error affecting the pseudorange measurement
from one or two of the visible satellites. The error was intro-
duced manually in the pseudorange measurements recorded by
the GNSS receiver. A multipath offset of either 3 m or 10 m
was introduced on both frequencies of the Galileo satellite(s).
Ionosphere: This test case investigates the effect on EG-
NSS timing of elevated ionospheric activity in a part of the
atmosphere. Such a scenario would manifest as a distance
error in the measured pseudorange of satellites whose line of
sight vector passes through the affected part of the ionosphere.
The error was computed as a function of the signal frequency
and the total electron content units (TECU) for the elevated
ionospheric activity, assumed here as 100 TECU. Additionally,
a random noise term was included in order to reduce the
correlation between the different affected pseudoranges. These
errors were introduced by manually altering the measured
pseudoranges of three satellites for a period of six hours.
Radio frequency interference (jamming): This test case
investigates the effect of radio frequency interference on the
receiver observables, such as AGC and C/N0, and on the
timing solution itself. The interference threat was introduced in
two ways: First, for validating methods of jamming detection
by observing the AGC and C/N0 behavior of the receiver,
short data sets (e.g., 5 minutes each) are sufficient. In this
case, actual RF interference from low-cost portable Covert
GPS Signal Blockers (chirp-signal jammers) operating either
on the L1 frequency or the entire L-band was mixed into
the RF cable before the GNSS receiver, as shown in Fig.
1. Periods of interference were alternated with periods of no
interference, and the jammer to signal ratio was progressively
increased from about 10 dB to about 95 dB. Second, the
effect of interference on the time solution requires evaluation
based on 24-hour recorded data sets. The interference was
then simulated by introducing artificial gaps in the recorded
data representing complete loss of GNSS signals during a
hypothetical jamming incident.
Signal spoofing: This test case investigates the effect of
meaconing-type signal spoofing, i.e. introducing exactly the
same signals as the original but with a time delay, in order
to confuse the GNSS receiver and interfere with its normal
operation. The test setup is illustrated in Fig. 2. The threat
from spoofing was introduced by extracting the original signal
through a radio frequency splitter and introducing it again into
the signal stream after some delay. This was in turn achieved
by passing the spoofing signal through a very long cable of
length up to a few tens of meters. The spoofing signal to actual
signal time delay was approximately 100 ns. Before the long
cable, the GNSS signals were amplified with the help of an
adjustable-gain GNSS signal repeater. The ratio of the spoofing
power to the original signal was –20 dB at minimum, and
+14 dB at maximum, achieved by varying the repeater gain
setting and accounting for cable attenuation. The overall test
duration was about 38 min.
V. EXPERIMENTAL RESULTS
We used the data collected by the procedures described in
Section IV to test the various threats and robustness methods.
This section presents the results of these tests.
A. Baseline Test
First, tests were carried out to verify the performance of
GPS, Galileo, and EGNOS based timing with respect to the
performance metrics presented in Sect. III, when no threats
are present. These tests were conducted in order to verify that
the test setup complies with the performance requirements for
GNSS-based timing [33] under nominal operating conditions.
This test serves as the baseline for the other tests, where we
evaluated the timing performance in presence of the threats
described in Sect. IV.
The tested GNSS configurations included single-frequency
(SF) GPS (between 7 and 14 satellites used in the timing
solution), SF GPS–EGNOS (7-13 satellites), dual-frequency
(DF) GPS (L1-L5) (3-7 satellites), SF Galileo (E1) (3-7
satellites), and DF Galileo (E1-E5a) (3-7 satellites). Their
MTIE and TDEV were determined over a data series of 24
hours starting from 00:00:00 to 23:59:59 on 20 April, 2017.
Fig. 3 compares the MTIE in the baseline GNSS solutions
to the ITU recommendation for maximum MTIE. The MTIE
for the free-running LO without GNSS is not shown in Fig.
3, as it would be out of range due to its frequency offset
and therefore cannot provide an absolute time reference that
would satisfy the recommendation. The measured normalized
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Fig. 3. Comparison based on MTIE shows that baseline GNSS timing
solutions satisfy the ITU recommendation for a PRTC.
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Fig. 4. Comparison based on TDEV also shows that baseline GNSS timing
solutions satisfy the ITU recommendation for a PRTC.
100 101 102 103 104 105
averaging time (s)
10-10
10-9
10-8
10-7
10-6
M
TI
E 
(s
)
DF GPS
SF GPS
ITU mask
Fig. 5. Comparison based on MTIE between DF GPS and SF GPS by
simulating the timing solution using same number of satellites.
frequency offset of the LO ranged from -0.177 to -0.179 ppm.
The figure asserts that the MTIE of the GNSS-based timing
solutions remain within the ITU recommendation.
Fig. 4 compares the TDEV for the GNSS timing solutions
and the free-running LO to the ITU recommendation. It
is noted that the free-running LO partly achieves the ITU
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Fig. 6. Comparison based on TDEV between DF GPS and SF GPS by
simulating the timing solution using same number of satellites.
recommendation for TDEV at short averaging times, but the
GNSS solution brings the long-term stability fully within the
recommended levels.
The DF GPS configuration shows an elevated MTIE com-
pared to SF, which can be explained partly by the lower
number of satellites used (between 2-6 in DF as compared
to between 7-14 in SF), since only some of the GPS satellites
transmit the L5 signals. Another cause is the additional noise
resulting from the combination of the dual-frequency observ-
ables. The TDEV results are also higher than in the single-
frequency GPS configuration. To validate the performance un-
der more fair conditions, the MTIE and TDEV were computed
for SF and DF GPS by simulating the timing solution using
same number of satellites (between 2-6). Figs. 5 and 6 compare
the performance of SF and DF GPS under this hypothetical
scenario. It can be observed that in spite of same number of
satellites, the MTIE and TDEV are elevated for the DF case.
Returning to Figs. 3 and 4, similar to the DF GPS case, the
DF Galileo configuration shows an elevated MTIE and TDEV
compared to SF.
The SF GPS–EGNOS has slightly higher MTIE and TDEV
than SF GPS only, mainly because the EGNOS solution used
fewer satellites than the GPS-only solution. Note that the data
was collected in Southern Finland, close to the northeastern
edge of the EGNOS coverage area, and therefore some GPS
satellites that are visible, being outside the area, are not
monitored by EGNOS and are therefore excluded.
The Galileo SF results are similar to the single-frequency
GPS configuration, and similar conclusions can be drawn.
Note that the number of active Galileo satellites increased
by two in May 2017, after the previous data was collected.
In a subsequent repeat of this test, the number of Galileo
satellites available for the timing solution had increased, and
a slight improvement in Galileo MTIE and TDEV was seen at
shorter averaging times. Consequently, as a further comparison
between the GPS and Galileo solutions, considering that
GPS has almost twice the number of satellites used in the
timing solution, we compared the two constellations in the
hypothetical situation where the number of satellites is similar
for both constellations. The number of GPS satellites included
in the solution was reduced to that of Galileo (varying between
3 and 7), while maintaining a comparable C/N0 distribution.
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Fig. 8. Comparison of TDEV for single-frequency Galileo and GPS in a
hypothetical scenario of equal number of satellites used for GPS and Galileo.
Figures 7 and 8 show the MTIE and TDEV results of this test,
which imply that the performance of Galileo is equivalent or
slightly better than the GPS-based solution.
Overall, these test results verify that GNSS-based timing
satisfies the ITU recommendation in all of the receiver con-
figurations. Next, these tests were used as a baseline when
evaluating the timing performance in the presence of threats
described in Sect. IV, and the effectiveness of the proposed
countermeasures.
B. Errors in the navigation message
The effect of misleading information in a satellite’s nav-
igation data was studied using a simulated data error. In
accordance with the service-level definition of EGNOS it is as-
sumed that the data error triggers a simulated EGNOS message
flagging the affected satellites as unsafe. As a result the timing
solution no longer uses the unsafe satellites. Fig. 9 shows
the time offset of the GPS and GPS–EGNOS solution during
the simulated fault. The GPS solution is adversely affected,
while the EGNOS solution maintains nominal behavior and
successfully excludes the error. Note that currently, EGNOS
can only be used in combination with GPS, as EGNOS V3
that will support Galileo is not yet available.
The use of multi-constellation GNSS in the mitigation of a
constellation-wide navigation data fault was also examined.
A dual-constellation cross-check is used so that a single
constellation-wide fault can be detected through a test statistic
based on the Galileo-GPS time offset (GGTO) parameter
broadcast in the Galileo navigation message.
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Fig. 9. Time offset of the GPS and GPS–EGNOS solution during a simulated
single-satellite fault occurring between 21600 and 32400 s.
For two UTC(k) clock bias estimates tˆi obtained from sys-
tems i = 1, 2, and having standard deviations σˆi, the difference
of the clock biases follows a standard distribution with mean
equal to the difference of the two associated UTC(k) scales
and standard deviation equal to σˆ1−2 =
√
2σˆ2CAL + σˆ
2
1 + σˆ
2
2
where σCAL is the receiver hardware delay calibration uncer-
tainty for one signal. The time solutions of the two systems
are compared with a two-tailed test as follows:∣∣tˆ1 − tˆ2∣∣ < σˆ1−2 invN(1− pF /2) (5)
where invN is the inverse cumulative density function of
the standard normal distribution and pF is a predetermined
probability of false alarm chosen here as 10−5. When using
Galileo and GPS, the cross-check can be done directly on
the Galileo time scale (GST) instead of UTC by applying the
GGTO. This brings added benefits in that the GGTO has a
much smaller variance than the UTC parameters, enabling
better detection performance. Furthermore, testing in both
UTC and GST will detect errors in the broadcast parameters.
Fig. 10 shows in blue the left-hand side of (5), the difference
between GST based on the Galileo solution and the GPS-
based solution converted to GST by applying the broadcast
GGTO. The test threshold, the right-hand side of (5), is shown
in red. The simulated navigation data error is clearly seen as
a jump in the test statistic between hours 15 and 18, when
the test statistic crosses the threshold. The unmitigated timing
solution, shown in Fig. 11, displays a large error in excess of
100 µs, while if holdover was applied as a response to the
GGTO-based fault detection, the navigation data error would
be mitigated.
Using only two constellations, it cannot be determined
which constellation is the faulty one; nevertheless, it allows
the detection of a loss of integrity. Adding a third constellation
would enable fault exclusion and continuing GNSS operation
in this fault scenario.
C. Multipath
Fig. 12 shows the effect of multipath on MTIE under differ-
ent multipath conditions. It can be observed that degradation
in MTIE is proportional to the magnitude of the multipath
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Fig. 10. Dual-constellation cross-check detection statistic (blue) and test
threshold (red) during the simulated constellation-wide timing fault scenario.
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Fig. 11. Time offset of the GNSS solution during a simulated constellation-
wide timing fault occurring between 14 h and 18 h.
error. An error of 3 m on one or two satellites does not
cause a breach of the ITU recommended MTIE limit. Only
in the presence of 10 m multipath on two satellites, the MTIE
exceeds the limit. The effect on TDEV, however, was very
minor and is not shown here. Note that the total number of
satellites used in the timing solution also has an influence on
the degrading effect of the multipath error. Nevertheless, this
scenario helps to demonstrate the efficacy of MTIE as a metric
to study the effect of multipath on the timing solution.
D. Radio frequency interference
The following results are intended to test the timing perfor-
mance under RF interference, and ways to mitigate that threat.
1) AGC and C/N0 monitoring: The first part of the test
evaluates methods of detecting interference by monitoring the
receiver’s AGC and C/N0 values, when interference from a
GNSS jammer is introduced, as illustrated in the test setup
in Fig. 1. The AGC results with jamming on the E1 band
are shown in Fig. 13. The effect of jamming is apparent in
the blue curve, which shows the AGC on the E1 band. The
corresponding situation can be seen in Fig. 14, where the
jamming is on the E5 band. In both tests, the jammer is turned
on at approximately 500 s, and alternated on and off while
Fig. 12. MTIE for dual-frequency Galileo in the presence of different
multipath scenarios. The degradation is directly proportional to the magnitude
of the multipath error and exceeds the ITU mask when it is about 10 m.
Fig. 13. Automatic gain control (AGC) values during jamming on E1. Short
periods of jamming with increasing power are alternated with periods of no
jamming, starting at 500 s. Jamming is detected when the AGC level falls
below the threshold.
gradually increasing power. The AGC is very responsive to
turning the jamming on and off.
In order to demonstrate a simple interference detection
algorithm, the dotted black line represents a threshold at 90%
mean AGC value in nominal conditions. An interference event
is detected when the AGC level falls below this threshold.
In the E1 jamming test, jamming is detected on E1 when
jamming-to-signal ratio (J/S) exceeds 30 dB, and in the E5
jamming test, when J/S exceeds 60 dB. This difference can
be attributed to the wider bandwidth of the Galileo E5 signal,
which strengthens its anti-interference capability. These results
demonstrate that AGC monitoring can be a suitable indicator
for the presence of RF interference in the vicinity of GNSS-
based timing receivers.
Fig. 15 shows the results of C/N0 monitoring in the E1
jamming test as a method of interference detection. The curves
represent the instantaneous C/N0 for four Galileo satellites
(identified by PRN number) under a condition of jamming on
the E1 band. The dashed red curve shows the average C/N0,
which is compared to the threshold shown by the black line
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Fig. 14. Automatic gain control values during jamming on E5. Short periods
of jamming with increasing power are alternated with periods of no jamming,
starting at 500 s. Jamming is detected when the AGC level falls below the
threshold.
Fig. 15. E1 carrier-to-noise density ratio (C/N0) values for four Galileo
satellites during periodic jamming with increasing power on E1. Jamming is
detected when the average C/N0 falls below the threshold.
to detect the presence of jamming. This detection algorithm is
not expected to be an optimal one; a detailed study of methods
can be found, for instance, in [38]. The aim is to show that
C/N0 can also be used as a metric to determine the presence
of RF interference in timing receivers.
2) Holdover: The effects of interference over a time span
of 24 hours are presented in the following test, where artificial
gaps were introduced in the recorded data set in order to sim-
ulate interference. 16 gaps of 1000 s length were introduced
at regular intervals. This duration was chosen because it was
expected to be long enough for the clock drift to accumulate.
Fig. 16 shows the response of the time solution output, again
as the difference from the recorded reference clock. During
the GNSS gaps, the receiver enters holdover mode and the
offset increases until GNSS is restored. Note that this is a
hypothetical scenario as under real-world conditions the inter-
ference power would rarely be strong enough instantaneously
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Fig. 16. Time offset between GNSS time and UTC for different KF
realizations in holdover, with periodic artificial gaps in GNSS availability.
to cause a complete outage in the receiver but rather increase
gradually. This would require the holdover to initiate from a
more degraded signal condition than that considered here.
Three different holdover Kalman filters were evaluated, with
three sets of design values based on the noise properties of the
LO via tuning parameters as proposed in [39]. The state transi-
tion covariance noise matrix in this filter is determined based
on so-called h-parameters derived from the Allan deviation
curve of the LO. In this study, we compare three different
tunings of the filter: the nominal one derived from the Allan
deviation, a variant where the h-parameters were amplified
by a factor of 100 to increase the weight of GNSS updates,
and another variant where the h-parameters were scaled down
by a factor of 1/100 to apply a stronger smoothing, essen-
tially down-weighting the GNSS measurements.The nominal
condition gives relatively equal weight to both options. The
dashed lines on the figure show the ITU recommended limits
on maximum time offset.
The MTIE values are dominated by the jumps at the end of
each holdover period. This is because MTIE is computed as
the maximum time error variation within a certain interval,
hence being sensitive to any sudden discrepancies in the
timing solution due to artificial outliers arbitrarily dispersed
in the experiments. While the absolute error accrued during
holdover depends on the stability of the oscillator, this test
demonstrates that the maximum time error caused by a GNSS
outage depends strongly on the initial conditions at the start
of the outage. The variance of outcomes is largest (23.42 ns)
when the KF gives more weight on the last GNSS observables.
Stronger smoothing produces a slightly smaller error variance
(17.52 ns) than the nominal case (19.52 ns). However, the
difference between them is quite small.
3) Dual-frequency: In order to illustrate the effect of dual-
frequency GNSS timing operation as a mitigation technique
against first-order ionospheric errors, which typically account
for more than 99 % of the total ionospheric effect [40]. Fig.
17 shows the time offset of the SF and DF Galileo solutions
during the simulated ionospheric threat. The SF solution,
which uses the Galileo broadcast ionospheric corrections, is
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Fig. 17. Single- and dual-frequency Galileo time offset in the presence of
ionospheric disturbance occurring between 25200 and 46800 s.
adversely affected, while the DF solution maintains nominal
behavior and is unaffected by the ionospheric error. Because
the first-order ionospheric errors are frequency dependent,
they are compensated by the use of the DF ionosphere-free
observation combination in the DF solution. Note that due to
the currently low number of GPS satellites which provide dual-
frequency capability on L1 and L5, it is expected that DF GPS-
based solution may not provide significant benefits over single-
frequency operation. This situation is expected to improve as
more GPS satellites offer L1 and L5 signals simultaneously.
In order to test the benefit that multi-frequency GNSS re-
ceivers have against interference, we propose a dual-frequency
Galileo timing receiver that automatically falls back to SF
operation if one of the frequency bands becomes unavailable.
To simulate interference, artificial gaps were introduced into
the E1 observations at 6 time points, of 3600 s length each,
at times between 1 × 104 and 6 × 104 s. The gaps in E1
observations render the dual-frequency solution unavailable.
Fig. 18 shows the GNSS-UTC time offset when, in order to
preserve the continuity of timing, the receiver falls back to
single-frequency E5 solution during outages in E1.
Compared to the nominal DF case, the KPIs are degraded
by the SF fallback, but they remain within the defined limits,
as shown in Figs. 19 and 20. Most notably, the continuity of
the timing service is preserved when otherwise service would
be interrupted. This result demonstrates how DF GNSS can
help to improve resilience against RF interference on part of
the GNSS band through frequency diversity.
E. Signal spoofing
Fig. 21 shows how the GNSS time solutions behave under
meaconing-type spoofing. Initially, the solutions are based on
the authentic GNSS signals, with little differences. As the
spoofer power is increased after 500 s, the timing solutions
begin to deviate. SF Galileo maintains best continuity at the
start of the spoofing, between 500 s and 1200 s. However,
DF Galileo deviates wildly, suggesting some differences in
the receiver’s tracking loops in the different frequency bands
in response to spoofing. On the other hand, the deviation can
be explained by summing of the offset in the DF combination.
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Fig. 18. Time offset between GNSS time and UTC. Nominal dual-frequency
Galileo is interrupted by six 1-hour gaps. Gaps in dual-frequency Galileo are
bridged by fallback to single frequency.
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Fig. 19. Comparison of MTIE between dual-frequency Galileo and dual-
frequency Galileo with single-frequency fallback. Although MTIE degrades
due to the fallback option, it still remains within the ITU recommendation.
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Fig. 20. Comparison of TDEV between dual-frequency Galileo and dual-
frequency Galileo with single-frequency fallback.
At the instant when the spoofing to signal ratio exceeds 0 dB
(spoofing power is greater than signal power), all timing
solutions shift to about 90 ns offset from the true time. This
offset corresponds to the time delay in the spoofing signal
generation setup. From this moment on, the receiver is no
longer tracking the authentic signals and the timing solutions
are computed based on the spoofed signals.
Fig. 22 shows the variations of the AGC output values
in response to the meaconing test. The E1 AGC is shown
by the blue curve and the E5 AGC by the red curve. A
predetermined threshold is set at 90% of the mean value in
nominal conditions. If an AGC level falls below the threshold
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Fig. 21. Time offset between GNSS time and UTC during meaconing. In this
scenario the meaconing signals overcome the authentic signals after 1200 s
causing the abrupt shift in the timing solution.
(dotted lines), a detection is flagged. This occurs at a spoofing-
to-signal ratio of approximately 0 dB for E1 band and –10 dB
for E5 band. This difference between bands indicates that more
spoofing signal energy enters the E5 band processing chain,
which may explain the earlier deviation of the DF Galileo
solution. The AGC drops to lower amplifications during the
spoofing test because of the increased total received power
when receiving both the spoofing signal and the authentic
signal.
Fig. 23 shows C/N0 measurements for Galileo E1 of three
satellites and their average value. The C/N0 values show
some variations in response to the spoofing, but monitoring
their average value alone does not seem to provide a reliable
detection metric. For example, C/N0 does not correlate with
the increasing spoofing power, and shows only a momentary
spike when the spoofing signal overcomes the authentic one.
Conversely, the AGC value is correlated with the spoofing
power. From these results we observe that AGC is a more
reliable metric for spoofing detection, even though as most
receivers provide only the C/N0 as an observable discarding
this metric is not advisable.
VI. CONCLUSIONS
We have studied timing computation based on GPS, Galileo,
and EGNOS, and evaluated them based on their performance
and robustness against various threat scenarios related to
specific vulnerabilities in GNSS-based timing. We identified
a number of robustness concepts, tested them with the aim to
mitigate the threats, and analyzed their effectiveness against
corresponding threats:
• RF Interference: A simple meaconing-type spoofing at-
tack is able to hijack a simple timing solution, when
the spoofing to signal power ratio exceeds 1. AGC and
C/N0 monitoring were demonstrated as options for jam-
ming and spoofing detection. A comparison of Kalman
filters during a simulated holdover operation suggests
that stronger smoothing (achieved by filter tuning) leads
to less accumulated error during holdover. The DF fall-
Fig. 22. AGC gain during meaconing. Presence of meaconing is detected
when the AGC levels for the individual frequency bands fall below their
respective thresholds.
Fig. 23. E1 C/N0 for three Galileo satellites during meaconing. Presence of
meaconing is detected when the average C/N0 falls below the threshold.
back strategy provides protection against RFI, with some
degradation in stability.
• Navigation message errors: It is assumed that EGNOS
integrity messaging helps to successfully discard faulty
satellites from the timing solution. Based on this it
was shown that using EGNOS in the timing receiver
configuration helps in mitigating the effect on the time
solution of navigation message errors in some satellites A
dual-constellation cross-check algorithm using the GGTO
parameter can detect a constellation-wide error affecting
multiple satellites.
• Multipath: In addition to supporting the well-established
conclusion that the degradation in the timing performance
is proportional to the magnitude of the multipath error,
this test case also demonstrated that increasing the multi-
path error on the affected satellite resulted in a larger
adverse effect as compared to simulating the original
multipath on a higher number of satellites.
• Ionosphere: First-order ionospheric effects can be miti-
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gated by using dual-frequency GNSS, improving long-
term time solution stability at the cost of increased short-
term noise.
Therefore, a receiver computing EGNSS-enabled timing
solution and equipped with the proposed robustness features
satisfies the recommendations of the ITU for PRTCs under
the threat conditions considered here. In other cases it is
possible to detect the presence of the threat by observing
certain receiver performance metrics. While single-frequency
GPS provides better timing stability in terms of MTIE and
TDEV, simulations show that Galileo has a slight advantage
when satellite numbers are equal.
While it can be acknowledged that this is not an exhaustive
list of threat scenarios, this is the first comprehensive overview
of the overall performance and robustness of GNSS timing
with respect to some of the most commonly identified threats.
These aspects have not been studied before for Galileo and
EGNOS in this level of detail (or for GNSS in general as a
whole).
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