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ABSTRACT

Although deepfakes have a negative connotation in human-
computer interaction (HCI) due to their risks, they also involve
many opportunities, such as communicating user needs in the form
of a “living, talking” deepfake persona. To scope and better un-
derstand these opportunities, we present a qualitative analysis of
46 participants’ think-aloud transcripts based on interacting with
deepfake personas and human personas, representing a potentially
beneficial application of deepfakes for HCI. Our qualitative analy-
sis of 92 think-aloud records indicates five central user deepfake
themes, including (1) Realism, (2) User Needs, (3) Distracting Prop-
erties, (4) Added Value, and (5) Rapport. The results indicate various
challenges in deepfake user perception that technology developers
need to address before the potential of deepfake applications can
be realized for HCIL.
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« Human-centered computing — Human computer interaction

(HCI).
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1 INTRODUCTION

Human-computer interaction (HCI) is affected by Artificial Intelli-
gence (Al) as more and more information systems are integrating Al
components, impacting various aspects of people’s everyday lives
[58]. The remarkable progress of Al technologies, often leveraging
machine learning (ML) innovations, has introduced opportunities
for empowering users in all sectors, including consumer-oriented
information systems [2, 7, 10, 18], and professional domains like
medical informatics [68]. One of the promising technologies for
enhancing user interaction with information systems is deepfake
technology, which creates photorealistic human representations,
typically in the form of videos [45].

While much research on deepfakes has thus far focused on their
risks and negative implications, such as manipulation, misinforma-
tion, and fake news [19, 22, 38], it is also important to acknowledge
deepfakes’ positive opportunities for HCI [15, 45]. Deepfake avatars
or personas could enhance multiple aspects of user experience (UX),
such as improving avatar quality in Metaverse applications [65],
increasing the realism of customer service and sales agents from
chatbots to immersive agents, and acting as human replacements to
educate or inform people about various topical matters. Therefore,
deepfakes can provide instrumental value in improving user self-
expression and interaction quality between organizations and their
customers, as well as potential other benefits for design; for exam-
ple, through the creation of personas, i.e., fictitious presentations
of various user groups of interest [13, 28].

However, a central antecedent to realizing these potential bene-
fits is that the deepfakes are experienced positively by the end-users.
If users find deepfakes, for example, scary, dull, or creepy - as per
the uncanny valley effect [42] - then users would likely resist adopt-
ing and using the deepfakes and instead prefer other interaction
techniques. Therefore, how users perceive deepfakes is a central com-
ponent in integrating deepfakes into real information systems. Alas,
we still know little of this important human factor, so deepfake user
perception requires more research than what is currently available
in HCI literature. Without empirically oriented research informing
us of the crucial dimensions of how deepfakes are perceived and
why, it is difficult to ascertain the pros and cons of implementing
deepfakes in real information systems towards positive net effects
for UX and organizations interested in integrating deepfakes into
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their offerings. Hence, user studies focused on user perception of
deepfakes are needed.

To this end, our study aims to address this knowledge gap by
exploring central themes in users’ deepfake user perception. We
focus on the research question, “How do people perceive deepfakes
for a design task?”. To address this question, we conduct an exper-
imental study with 46 participants in a lab setting. We apply the
think-aloud method [48] to record and transcribe users ‘cognitive
walkthroughs’ of using deepfake personas (i.e., personas created
using deepfake technology) for a design task relative to real human
personas (i.e., actors expressing user needs). Our findings shed light
on the nature of the novel concept of deepfake user perception,
offering avenues for theorization and further empirical work on
understanding human-deepfake interaction in greater detail, pro-
viding implications on how Al technologies can be integrated into
information systems to improve UX-related goals.

The remainder of this work is organized as follows. Section 2
summarizes the existing research on deepfake user perception while
justifying the need for studying deepfake user perception within
the HCI domain. In Section 3, we explain the study methodology,
including our experimental design, participant recruitment, data
collection workflow, and how we conducted the analysis. This
is followed by presenting the results in Section 4, which contain
multiple themes of deepfake perception based on our analysis. We
then discuss the results, including their implications for HCI. We
finish by pointing out limitations and directions in Section 5 for
future work regarding deepfake perception.

2 LITERATURE REVIEW

As the potential implications of deepfakes have become more evi-
dent due to progress in Al technology, there has been an increase
in research studies focused on deepfakes [45]. While most studies
focus on deepfake detection [38], i.e., developing algorithms and
models for this task, there has been a gradual rise in the number
of studies exploring how deepfakes are perceived. Despite being
a relatively novel field of research, deepfake perception studies
have covered this topic from various angles using a wide range
of techniques [44]. Table 1 presents the central themes in the cur-
rent literature, particularly illustrating the strong role of detection
studies.

Understanding how users perceive deepfakes is vital since user
perceptions can have deciding consequences for using deepfakes in
various applications, including virtual reality environments, virtual
assistants, educational applications, and so on [59]. However, if
deepfakes are to be used in these applications, users must have a
positive experience with the deepfakes. Should deepfakes be per-
ceived as untrustworthy or confusing, this may result in a negative
UX and diminished acceptance of the technology. Understanding
how people perceive deepfakes might thus assist designers in cre-
ating more effective and user-friendly systems and applications
that improve the overall UX [19, 31]. Thus, deepfake user percep-
tions are important as they can influence how users use and view
such technology. For example, people may be more distrustful of a
video’s content if they know it is a deepfake. However, those who
cannot differentiate between real and faked videos may be more
prone to believe and spread incorrect information [22].
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While deepfakes have received much attention due to their ability
to manipulate images, videos, and audio, which has raised concerns
about their possible misuse [69, 73], when used responsibly, deep-
fakes have several potential benefits that may give users a positive
experience [14]. For example, deepfakes can assist people with dis-
abilities by generating artificial sign language, facial emotions, and
recreating the voice of those who cannot speak [11]. Deepfakes
can also enhance players’ experience in gaming through in-gaming
aids [73]. Additionally, deepfakes can be utilized for educational
purposes by enhancing learning experiences through innovative
ways [14]. Deepfakes can improve education and provide a more
personalized learning experience by producing educational content
with characters that students are more accustomed to [61]. Such
applications can make deepfakes less scary and more engaging [11].
Deepfake technology can also aid in rehabilitating people with
addictions, such as smoking. The World Health Organization has
created “Florence,” an Al-based solution that assists people with
tobacco addiction. Users can engage in a virtual dialogue with “Flo-
rence” to boost their confidence in quitting smoking by developing
a strategy to track their progress [49]. Deepfake technology can
also be utilized in the art field to critique public figures and celebri-
ties and by activists to convey their message innovatively [66]. So,
deepfakes can enhance UX in the HCI context by providing more
engaging, personalized, and immersive interfaces. A deepfake in-
terface that uses users’ faces and/or voices to create videos, avatars,
and other content may provide a personalized experience [74].

So, there are both pros and cons associated with deepfake tech-
nology. From the HCI perspective, the cons are more researched,
leaving a gap for research on the benefits of deepfakes. One promis-
ing application area is personas; this is because personas are, by
definition, not real but realistic people [5]. Additionally, personas
communicate details about the user group they represent to de-
signers; this communication could take place in a talking deepfake
character which could, possibly, yield a more focused and immersive
medium for designers to learn about the persona’s needs. Finally,
as personas have been applied in multiple domains from commer-
cial to non-profit [54, 56, 57], increasing the potential impact of
deepfake personas for design practice.

3 METHODOLOGY

3.1 Experiment Design

The experiment followed a between-subjects design, which involves
dividing the participants into two or more groups, which are then
assigned to a treatment condition. In our study, one group was
instructed to pay attention to any abnormal features in the video
(i.e., glitches) — this was the Guided condition. The other group was
not told anything about the possibility of glitches in the videos —
this was the Non-guided condition. As we tested one male and one
female deepfake, along with one real male and real female (who
were hired actors), there were eight groups into which the study
participants were divided (2 x 2). The experiment was pilot tested
by three participants who were not included in the analysis of the
results.

Two deepfake persona videos and two videos with real people
acting the same content as in the two deepfake videos were used
in the user study (see Table 2). The two deepfake videos used in
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Table 1: Research on deepfake user perception, categorized based on the article’s emphasis as Harmful (focusing on negative
implications of deepfakes, n = 6), Detecting (focusing on deepfake detection, n = 16), Consequences (focusing on deepfakes’
ramifications, n = 9) and Attributes (focusing on attributes of deepfakes, n = 13).

References Categories

Harmful Detecting Consequences Attributes
(4]
(21]
(8]
[46]
(44]
[51]
[12]
[60]
[41]
[63]
[36]
(35]
[53]
[25]
[6]
[75]
[3]
(17]
(70]
[62]
(64]
[26]
(32]
[34]
(71]
[33]
[67]

the user study were created in a deepfake video creation system
called Synthesia® (Synthesia, 2022). The personas were chosen from
a study by Carey et al. (2019). One female (Fiona) and one male
(James) persona were chosen for the study for balanced gender
representation. The two chosen personas used in Carey et al. (2019)
were transformed into a narrative form, a script in text format, and
uploaded to Synthesia as a script to be used in the deepfake video
production. The same script was given to the human actors for
recording the acted videos.

3.2 Participants

A total of 46 participants carried out the user study, of whom 16
were female (34.8%) and 30 were male (65.2%). The average age of
the participants was 37.1 years (SD = 10.4). Participant nationalities
were multiple, including Qatari, British, Pakistani, Filipino, Tan-
zanian, and Nepalese. Each study administrator kept notes about

!https://app.synthesia.io/

noteworthy observations of user behavior concerning deepfakes.
In addition, the think-aloud of each session was recorded and tran-
scribed, yielding 92 transcriptions of the participants explaining
how they perceived the videos they were exposed to. Our analysis
focuses on these think-aloud transcripts, and we leave the other
datasets for future work. However, to give the reader a proper un-
derstanding of the study procedure, we describe the entire data
collection procedure in the following section.

3.3 Data Collection

Recruiting participants for the user study took place via email. In
the recruitment email, the invitees were told that we are conducting
a user study about the impact of video quality on marketing tasks,
not to reveal the real purpose of the study. The study was carried
out on university premises. Two identical workstations were used
consisting of two laptops, an eye-tracking headset, a mouse, a Sony
voice recorder, and a separate 24” display. This study focuses on
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Table 2: Still shots of (a) deepfake Fiona, (b) human Fiona, (c) deepfake James, and (d) human James from the videos used in the
user study. All videos are available in the supplementary material.

(a) Deepfake Fiona (Df)

(b) Human Fiona (Hf)

(c) Deepfake James (Dj)

(d) Human James (Hj)

analyzing the think-aloud records, leaving the analysis of the eye-
tracking data for future work.

The videos containing deepfakes and real humans were uploaded
to YouTube and run with METRIC, which is a real-time user study
and analytics system [40], equipped with in-built eye-tracking ca-
pabilities. The videos, including the deepfakes and the real humans,
are available as supplementary material?. The user study worksta-
tions were conducted by three researchers with previous experience
in conducting user studies.

To ensure consistency for participants, a detailed script was pre-
pared for the study administrators to be used in each user study
session. The script included detailed instructions on what was to
be said to the user study participants and what was to be done by
the administrator at each stage of the user study. Instructions were
read to the participants based on their condition groups. Study par-
ticipants were invited to the study according to a premade schedule
(participants could choose their preferred time as they registered),
after which they were seated at the workstation. Then, the par-
ticipant was provided with a consent form, and after reading and
signing the consent form, the participant was read the overall study
procedure based on their condition group.

Each participant was either guided to pay attention to glitches in
the video (guided group) or not (non-guided group). Then, the first
video shown to a participant was either a male deepfake (James)
video, a video in which a real human male (James) performed, a

Zhttps://drive.google.com/drive/folders/1Ys4VJOf74kc1By7Rm343zgCaNI9oumdc?
usp$=$sharing

female deepfake (Fiona) video, or a video in which a real human
female (Fiona) performed. Assigning a condition group to a partici-
pant was decided based on a spreadsheet where all eight conditions
were repeated in the same order for new participants.

Before watching the first video, the eye-tracking device was cali-
brated, after which the participant watched the first video. After
viewing the first video and finishing the first task, the participant
was guided to answer the survey where they could complete the
design task and answer questions about the video. The task and sur-
vey sessions were recorded and later transcribed. The participants
were encouraged to elaborate their thought process by speaking
out loud during the task completion and survey as much as possible;
this approach follows the ‘think-aloud survey’ method that aims
at increasing HCI understanding by asking people to voice their
thoughts while answering usability/UX questionnaires [48]. After
finishing the survey, the participant was read the same instructions
as the first time according to the participant’s condition group.
Then, the participant watched the second video, completed the task
for the second video, and answered the survey. After re-completing
the survey, the participant was thanked for participation, and asked
how familiar he/she had been with deepfakes before this study
session on a scale of 1-5, one being not familiar at all and five being
extremely familiar. The answer was noted, and the participant was
given a gift card as thanks.
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Table 3: Themes and subthemes arising from the transcribed design task audio recordings.

Themes Realism (the User Needs Distracting Properties Added Value (value Rapport (ties, trust, or
lifelikeness of the (understanding the (properties of the offered by deepfakes  distrust towards the
character in the video needs and attitudes of character in the video in the design process) character in the

the character in the that distract the user) video)
video)

Subthemes Gender-related Presentation of needs  The character Making The general distrust
properties of the by the character in distractions were so  environmental of information

character in the video

The cultural
background of the
character in the video

the video or the
participant
understanding the
needs

Expressing needs of
the character on the
video is muffled by
the lack of connection

severe the participant
was not
concentrating on
what the character
was saying

The character in the
video delivers speech

thinking and actions
rewarding for the app
or game user

Entitling the app or
game user to a

presented in a video
form

Human appearance
makes the character

between the
character in the video
and the participant

Robotic, unnatural, or

human-like features

and the

expressiveness of the

character in the video

video had weird eyes

emotionless and discount believable and
monotonically trustworthy
The character in the Perceived

convincingness and
friendliness increase
trust

3.4 Data Analysis

Overall, we obtained 92 voice recordings, each containing a think-
aloud session of a participant explaining their thinking during the
use of the personas (either human or deepfake) in the design task.
The transcribing was done using an Al-based tool (i.e., we uploaded
the audio files and received the transcripts as text outputs); based on
amanual review of the obtained text outputs, the Al tool performed
exceedingly well on this task. On any unclear instances, we revisited
the original audio files to understand the participant’s meaning
better; however, the text material was overwhelmingly adequate for
analyzing the think-aloud records. In addition to the think-aloud
transcripts, we used observation notes made during the user study
sessions by each administrator. We compiled these notes into an
analysis document and organized them by themes.

After this, we supplemented the notes with observations from the
think-aloud transcripts. This was done by systematically reviewing
the content of each participant-session transcript twice: (a) first by
reading the text and highlighting noteworthy passages in a different
color (i.e., color coding), and (b) then by re-reading the material
again to ensure we did not miss any central points. After this, (c) the
highlighted passages were added to the analysis document, where
(d) they were analyzed together with the notes in an inductive
fashion, i.e., to identify conceptually meaningful subthemes that
we considered to be relevant to our research question, i.e., the
deepfake user perception. Themes and subthemes were formed
by one researcher and validated by another. The validation took
place by reviewing the theme name, definition, and its relevance
for the study purpose. Minor adjustments to the themes were made

through iterative dialogue between the two researchers in charge of
this stage to reach a taxonomy consensus [24]. The subthemes were
formed based on thematic codes corresponding to each subtheme,
and the codes were implemented in the transcription data where
applicable. The coding after initial theme formation (first time
reading) served as an iterative way to clarify the themes and form
the subthemes after the second reading.

4 RESULTS

4.1 Discovered Themes

Table 3 illustrates the themes that emerged from the transcript
analysis. Each theme is defined in the table’s header section, and
each subtheme is described in the following subsections.

4.2 REALISM: Realism of the character in the
video

4.2.1 Gender-related properties.

Gender-related properties of the character in the video include any
properties or features that seemed off to the participants
considering the realism of the character in the video. One such
could be, for example, that the character acted in a way that was
not seen as traditional for a female by the participants.

An interesting notion of the role of gender in the expressiveness
of the characters came up with one answer. The gender-related
facial and vocal expressiveness was put forth by a participant:
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e “Did you notice anything strange in the person? Not really.
I'mean he didn’t have too many emotions. As we women do,
some men don’t express themselves too much.” -Female(F)48,
Project Coordinator

The role of gender in the differences in expressiveness is an
interesting idea with scientific background [1, 72]. Girls are encour-
aged to express emotion, while with boys expressing emotions is
usually suppressed except for anger and pride. In that sense, the
participants’ notion of the almost strangeness of the character is
what could be expected. In addition, it is surprising that no other
participant paid attention to this feature.

4.2.2 Cultural background of the character in the video.

The cultural background of the character in the video includes any
properties or features that the participants observed seemed
unfitting to the character’s cultural background. One example
would be that the character acted in a way that seemed too
expressive to the participant considering the character’s country
of origin.

From a cultural standpoint, there could be cultural variation in
the expressiveness of the character. The differences in the expres-
siveness between different cultures were noted by one participant:

e “His eye movement. I don’t know if it’s his personality that
contributes to his eye movement or. . . You know? He doesn’t
have much facial expression. Yeah, hmm. Is this cultural? Or
just personal? You know, I don’t know. Because if you look at
the populations up in the north. They’re right here. If you are
looking at the population in the South. .. They’re very high
[in expressiveness], but yeah, so that’s the obvious difference
I can see, yeah” F53, Business Development Manager.

By the comment, the participant is referring to the different ways
of expressing feelings and emotions in different cultures, giving
special weight to the North-South division of cultures. Cultural
differences have been found in prior research [22, 45].

4.2.3 Robotic, unnatural, or human-like features and the expressive-
ness of the character in the video.

Robotic, unnatural, or human-like features and the expressiveness
of the character in the video includes any property or feature that
was seen as robotic by the participants, such as robotic voice or
robotic gestures.

Robotic features in the deepfakes and human-like features in
the human-played characters were the most noted features by the
participants. Notions on the “realness” were made directly using
the word robotic but also with leading terms like monotonic voice
or other terms describing unnatural behavior such as mechanical
or unnatural. On the human-like side of the spectrum, terms like
that’s a human thing and notions on the natural way of speech were
made by the participants while recognizing human characters.

The deepfake videos were mostly recognized as deepfakes by
the participants before or after seeing the human video:
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e “This person specifically was much more obvious to tell that
it was not a real person. I feel like the way she was speaking
was robotic.” -Male(M)34, Researcher.

e “Wait, her voice was very monotonic almost sounding like
a robotic-like voice. Yeah, yeah, it sounds like that. And
she was just very stable staring at the screen. She wasn’t
really moving that much, so. I don’t, I don’t. Yeah, I say I
disagree. This person displaying emotion? No, I don’t think
she displayed any emotions. I didn’t notice anything.” -M28,
Research Assistant

The lack of emotion separated the deepfakes from the human
videos. The lack of emotions was noticed by several participants in
several ways:

e “[...] she doesn’t display any emotions.” -F30, Post Doctoral
Researcher.

e “I must say that it was very emotionless.” -M54, Professor.

e “The eyes like. Like there are no emotions in the face, no
emotions.” -F34, Post Doctoral Researcher.

e “I mean expression is just we show, emotion is something
coming from inside and sometimes we just express, but does
not feel, yes, that expression and we do not really feel” -M42,
Research Consultant

The unnatural eye movement and not blinking or blinking in-
frequently were noted by many. It was mentioned as an unnatural
feature by several participants. Abnormal blinking patterns have
also been used in automatic deepfake detection [37]. Hair movement
was also catching the eye of some participants with its unnatural
patterns:

e “The person displays emotion, no. Just because. . . The major
thing is that she has no eye movement at all, and it looks
rather unreal. The hair looks unrealistic. Especially the hair”
-M38, Assistant.

e “Yeah, so for me the hair was the most thing and since I was
focusing on the face, the eyes were a little bit like that” -M42,
Software Engineer.

e “I didn’t notice her blinking her eyes even once, I think, but
I do think it was very unnatural” -F34, Research Associate

In the videos with the human actors, participants noted features
such as swallowing naturally, speaking naturally, and essentially
a gut feeling that the person was a real human being. Swallowing
and speaking patterns were mentioned, for example:

e “Though they swallowed too much, but I mean, that’s just
a human thing, so it’s not really a thing” -F33, Research
Associate.

e “And the person on the video was speaking naturally, yes,
and the person seemed like a real person.” -F30, Post Doctoral
Researcher.

e “Real person, yeah, I guess. I guess she was a real person.”
-M24, Research Assistant.

e “The person seems like a real person. She is a real person, I
believe not a fake one.” -M42, Research Consultant

In the videos with the human actors, one participant also men-
tioned that the character was a real human, but the expression of
feelings might not be the same as feeling that way in real life, as in
acting something out:
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e “So, in terms of like, I would say the person was showing. . .
She was expressing herself yes, but I can’t say if she was
actually feeling, yes” -M42, Research Consultant.

Contradicting comments were heard where the participant could
not decide whether the character in the video was a real person or
not, although she recognized the character as a real human. She
also mentioned that in the age of Al it is hard to tell things apart
and believe what is real:

o “The person displays emotion. No, neither agree nor disagree.
Not much emotion. The person seems like a real person.
With the AII cannot judge, so neither agree nor disagree. The
question was asking me if the person seems like a real person.
But with artificial intelligence, I can’t judge. That’s why I
neither agree nor disagree” -F53, Business Development
Manager.

4.3 USER NEEDS: Understanding the needs and
attitudes of the character in the video

4.3.1 Presentation of needs by the character in the video or the
participant understanding the needs.

Presentation of needs by the character in the video or the
participant’s understanding of the needs includes any
uncertainties that the participants had towards the needs of the
character in the video. For example, the character said
something on the video but it was unclear to the participant
what the character meant.

Overall, the needs of the character were presented in each video
but not considered equally well by all participants. There were also
interpretations and extrapolations of the needs presented in the
videos by the participants meaning that the participants took the
ideas presented by the character and prolonged them to something
new that was not explicitly mentioned by the character, which gives
the impression that there has been some deeper inspiration in the
participant based on the information given by the character.

e “The person in the video provided enough information for
me to understand his or her needs. I would say somewhat
agree here again because she mentioned she was unhappy
with a lot of like the packaging for instance. But like what
is the alternative she envisions, right? Because maybe no
packaging would be something she’s unhappy with” -M23,
Software Engineer

o “I think we need to find a game that kind of caters to those
needs of saving money while also helping the environment
at the same time to show them that you can save money
and help the environment without, and they’re not mutually
exclusive basically” -M22, Research Assistant

e “Logistics and supply chain, which also emits a lot of carbon.
This kind of information is not there, but at least she’s saying
that she is very focused on sustainability” -M38, Assistant
Professor

e “Like I think people similar care about the amount of pack-
aging and things like that” -M23, Software Engineer
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4.3.2  Expressing needs of the character on the video muffled by
the lack of connection between the character in the video and the
participant.

Expressing the needs of the character in the video muffled by the
lack of connection between the character in the video and the
participant includes any potential misunderstanding or
uncertainty perceived by the participant considering the needs
of the character in the video and the lack of connection between
the character and the participant. E.g., Understanding the needs
of the character was hard due to a lack of connection with
him/her.

The lack of connection between the participant and the character
in the video was mentioned by participants as a feature prohibiting
the participants from understanding the needs of the character.
Lack of emotional linkage or not feeling the way of the character
inhibited participants from understanding the needs of the charac-
ter.

e “Again, I didn’t feel like I connected with this person. I didn’t
believe that this was an actual person and I found it hard to
kind of listen to her” -F34, Research Associate

e “Icouldn’t make a connection to the person, so that’s why I'm
saying somewhat agree [to understand this person] because
the idea was good.” -M42, Software Engineer

e “Even her motions were very repetitive. Much more obvi-
ously so than the person before her, so I felt like it was hard
to connect with the person and too hard to understand her
needs.” -F34, Research Associate

Some participants mentioned that the lack of emotions, facial
expressions, or the general “didn’t pay attention” by the character
made it hard to assimilate to the character and understand the
needs:

e “I would have been cool if I could infer something from her
like patterns like or she walks the dogs if she does something,
but I wasn’t able to make those connections unfortunately”
-M23, Software Engineer

e “The person in the video provided enough information to
understand her needs. I don’t think so. I think she was mostly
just saying that she wants to be environmentally friendly
and that there’s a lot of packaging. . .. I guess I somehow
missed some information that she was saying” -M24, Re-
search Assistant

A participant mentioned the lack of facial expression as a source
for not understanding the needs:

o “I feel like I understood the person. I don’t think so. Because
like for me, having some kind of emotions on the face of the
person help me connect with the person and to understand”
-M42, Software Engineer

4.4 DISTRACTING PROPERTIES: Distracting
properties of the character in the video

4.4.1 The character distractions were so severe the participant was
not concentrating on what the character was saying.



CHltaly 2023, September 20-22, 2023, Torino, Italy

The character distractions were so severe that the participant was
not concentrating on what the character was saying, including
distorting features in the video observed by the participants. For
example, the character on the video was moving his/her mouth
in such a weird and unsynchronized way that the participant
was paying more attention to that than listening to the
character.

There were distracting visual and auditory properties in the
characters in the videos that were considered distracting by the
participants. There were visual distortions in the hair and mouth
and general twitching movements were noticed by some partici-
pants. The way the deepfakes spoke was sometimes out of sync
with the lip movement, which was also found distracting.

e “They lack emotion, they are monotone, some of them have
glitches like you saw the twitching.” -M68, Director HSSE.

o “Sometimes the videos were like I said about the other video
but the mouth of the person speaking and his lip movement.
They were not syncing to each other” -F48, Project Coordi-
nator

e “This guy is like he. .. Just his face is just frozen and locked
in space” -M68, Director HSSE.

e “In this case, the glitches affected my task.” -M42, Software
Engineer

e “I would say that was she a dead, like a deadpan, you know,
just talking head or was she, you know, emotionally, deliver-
ing what she was saying” -M23, Research Assistant.

e “The hair is completely static.” -M49, Engineer.

4.4.2  The character in the video delivers speech emotionless and
monotonically.

The character in the video delivering speech emotionless and
monotonically means that the participant found it distorting that
the character on the video was speaking with no or low emotion
and with a monotonous voice.

The way of speech was noticed by many participants to be dis-
tracting in the deepfakes. The monotonic and unnatural way of
speaking, as well as the emotionless delivery of speech, were the
most commonly noticed features. Also, the way the deepfake acted
while speaking was found distracting, such as staring straight at
the camera and not moving at all while speaking.

e “The video I think he was. .. He was saying a lot of things
and I didn’t see anything strange about the way he spoke,
but it was very kind of monotonic. So, he did, he wasn’t very
kind of interactive or reactive in a kind of a strong way. So,
would say he didn’t really display much emotion, so maybe
disagree” -M22, Research Assistant

e “The glitches, like it very much looked like a human, just
a strange human, was quite emotionless. And the glitches
affecting my task completion of designing. Actually, I agree
because I noticed at some points while I was watching the
person speak it felt like they were creepy and they don’t
really focus on the task that you’re trying to think about
you’re focusing on.” -M23, Research Assistant
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e “They were just staring into the camera while speaking and
not moving too much. Single spot. And speaking to cameras
and not another human” -M23, Research Assistant.

e “Display emotion, in fact, I felt it was a computer-generated
personality because of his lip movements and stuft” -F28,
Research Associate

4.4.3 The character in the video had weird eyes.

The character in the video had weird eyes means that there was
something unnatural in the eyes of the character in the video
that was noted by the participants and found distorting. E.g., the
character in the video did not blink or blinked more sparsely
than expected.

The eyes of the deepfakes were mentioned by many participants
as distracting features.

e “You know when you have the eye, she blinks, but her eyeball
doesn’t move. Has no focus.” -F53, Business Development
Manager.

e “The person in the video seems strange. Yeah, seemed very
strange because the voice didn’t match the face and the top
half of the face wasn’t moving at all. Like the eyes did not
move at all” -M22, Research Assistant

e “Seemed strange eyes. In what I saw was blinking his eyes
yeah suddenly eyes, yes” -M42, Software Engineer

4.5 ADDED VALUE: Added value of the app or
the game

4.5.1 Making environmental thinking and actions rewarding for the
app or game user.

Making environmental thinking and actions rewarding for the app
or game user means that the participant could find something to
motivate the character in the video to think about the
environment. For example, an application that could help the
participant save money by collecting trash.

Added value recognized by some participants was considering
the multipurpose use of the application or the game or the ways
the app or game could reward the user for being more environmen-
tally conscious. Training to be environmentally friendly and using
monetary incentives to educate the user on environmental thinking
came up as possibilities.

e “How, how, how to have a business model out of this and I'm
just thinking that there could be some training programs and
multipurpose items that could be purchased.” -M39, Doctoral
Researcher.

e “With this idea also, I think that it will make them view
sustainability as a sort of a rewarding thing, because then
they’ll be able to get money in exchange and maybe over
time it starts to become a habit rather than just purely for
money, right?” -M22, Research Assistant.
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e “It could be a mobile app or a game that basically shows him
different locations where they can go, for instance, and you
know, recycle differently, let’s say plastic. . . Plastic bottles
or plastic material and get money in return” -M22, Research
Assistant.

4.5.2  Entitling the app or game user to a discount.

Entitling the app or game user to a discount means that the
participant could develop an idea for an app or a game that
could offer a monetary reward for the character if he/she acts in
an environmentally oriented way. For example, a reward system
for the character if he/she uses his/her own packing material at
the store.

To promote environmental thinking in the app or game users,
participants devised ways to use discounts and loyalty programs as
motivators.

e “For example, if you bring your own bags, they can advertise
that on specific days. If you’re bringing your own reusable
bag, you might get a certain discount or some money off of
certain products. I think that would be a good way to handle
it” -F34, Research Associate.

e “And my loyalty program. Power discounts. Yeah, for the
client” -M30, Software Engineer

e “So, I would say for people like him, we could design an
application where we have a variety of products, weight,
prices and especially highlighting the discount. So that kind
of application will give him confidence that, OK, I'm getting
a discount. .. Getting 50% right off, so this kind of yeah
incentive, yes” -M42, Research Consultant.

4.6 RAPPORT: Ties, trust, or distrust toward the
character in the video

4.6.1 General distrust of information presented in a video form.

The general distrust of information presented in a video form
means that the participant expressed a general distrust of any
information shown to him/her in a video form.

One participant expressed strong reluctance towards information
distributed in a video format. Her attitude towards videos had
deteriorated because of the volume of daily social media usage and,
apparently, the quality of videos on social media.

e “I trust the information given by the person. Neither agree
nor disagree. It’s just a video. I don’t believe what video you
show me. It is my nature. Too much social media these days.”
-F53, Business Development Manager.

4.6.2 Human appearance makes the character believable and trust-
worthy.
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Human appearance makes the character believable and
trustworthy means that the participants expressed that the way
the character looks influences the character’s trustworthiness.
For example, a clearly human-like character is more trustworthy
than a character looking like a computer-generated model.

If the character in the video was seen as human-like, it was easier
for the participants to trust what the character was saying.

e “I mean no, no. No, no, no ties. No, no like I didn’t feel any
connection to the video.” -M47, Scientist

“I would say I trust the information that was given by him
purely because it wasn’t anything kind of out of the ordinary”
-M22, Research Assistant.

“But if trust refers to if they’re realistic, then kind of yeah.
feel like I understood the person.” -F33, Research Associate.
“I trust the information given by the person. Well, because
the voice doesn’t really match the person. And they seemed
very robotic. I would have to disagree with this. Because it
seemed like it could be maybe like something made-up of
her speaking, but it’s not her voice so yeah.” -M22, Research
Assistant.

“He expressed a lot of emotion relating to certain aspects and
the extra details kind of humanized him and made him seem
like a real person with real concerns and with also interest
other than the environment.” -F34, Research Associate.

“I trust the guy, he looked like a real person.” -M28, Software
Engineer.

4.6.3 Perceived convincingness and friendliness increase trust.

Perceived convincingness and friendliness increase trust means
that the participants implied that it is easier to believe a
character that speaks in a friendly yet convincing way:.

Trust seemed to build on the way the character was speaking.
Friendly and convincing manners of speech increased trust in the
design information provided among the participants.

e “I trust the information given by that person because I do
think the information was communicated well” -F34, Re-
search Associate.

e “I'm very empathetic and like expressive and self but no, and
he didn’t show emotion. Just the information given by the
person. Actually, I disagree, I didn’t feel like it was trustwor-
thy” -F28, Research Associate.

e “I trust the information given by the person. Yes strongly, I
agree that she was very convincing and very friendly talking
to me.” -M49, Principal scientist.

5 DISCUSSION AND CONCLUSION

The progress of Al technologies creates a demand for new and
improved interaction. Deepfakes pose opportunities for enhancing
UX in many user-facing information systems. However, realizing
these opportunities requires that deepfakes are well received by the
end-users, as any resistance can mitigate the theoretical or potential
benefits.
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Our study introduces the concept of deepfake user perception
and explores the relationship of this concept with UX bringing deep-
fakes to the core of UX. We identify several impactful themes about
deepfake user perception. Our results show many features affecting
the deepfake user perception, including the human-likeness of and
distractions in deepfakes. Some of these features have also been
found limiting to the adoption of deepfakes in previous research,
such as unnatural eye movement [37] or as a feature that has not
been discussed in the deepfake literature, such as gender-related
behavior patterns [1, 72], but our research extends these findings
by providing actual user explanations of how they experience deep-
fakes.

According to our findings, the user perception of deepfakes
depends on the perceived realness and human-likeness of the deep-
fakes, which are again dependent on the manners, ways of speech,
perceived trust, emotional expressions, vocal properties, and lack
of perceived connection between the character and the participant.
Our study adds to prior research in which similar themes have
been studied on human likeness [30], trust [20, 27], glitches and
distortions [29], and empathy (i.e., the connection between the par-
ticipant and the deepfake) [55]. Similarly, previous research has
found that deepfakes are most likely recognized by the users [21] as
they were recognized based on the distortions and unnaturalness,
in our study. These themes have been found to lower the deepfake
user perception in the past; our results support and expand the
results of previous research [4, 9, 12, 21, 43, 46, 52, 60] by offering
qualitative insights.

Regarding design implications, the UX of information systems
can be improved by ensuring deepfakes are integrated ethically and
transparently. Users need to know when and how deepfakes are
employed and have control over their personal information [16].
Since deepfake technology is utilized responsibly and safely, it can
help keep it from becoming a tool for nefarious actors. This in-
cludes putting safeguards in place to prevent deepfakes from being
used for fraud or other criminal acts and building powerful detec-
tion and verification tools to detect and remove harmful deepfakes
[39]. Therefore, when creating deepfake-based applications, HCI
designers and developers must consider user perception. They must
ensure that their deepfakes are authentic and do not deceive people.
Also, they must ensure that the deepfakes improve the overall UX.
By doing this, deepfake applications can positively influence UX,
increasing user engagement and trust [50].

In our research, we utilized think-aloud data to study deepfake
persona perceptions. However, to dig deeper into the deepfake
persona perceptions, the eye-tracking data we collected could be
used to study users’ eye movement. This could give an interesting
insight into the user behavior and focus while observing deepfake
personas, which has not been done in prior research.

In the future, if industry and scholars are willing to develop deep-
fake technology in a user-friendly, more human-centered direction,
more emphasis should be put on the issues put forth in our research.
The human-likeness and realism of deepfakes is the first link of
the chain that builds trust and usability of deepfakes towards their
users, and while there are problems in those links, it is hard to see
how deepfakes are going to be the technology that they have been
predicted to be. Humans utilize deepfakes, and their usability di-
rectly depends on deepfakes’ ability to mimic human beings. Users
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did quite well at discovering the abnormalities of deepfakes in our
study. Not meeting the expectations of users towards deepfakes
lowers the perception of deepfakes.
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