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ABSTRACT Boosting the complexity of the electricity network, penetration of renewable resources, and
modernization of power systems has resulted in an increase in the complexity of the power systems security
assessment (PSSA). In this context, to decrease the vulnerability of the systems to multiple instability threats
and security issues while ensuring the safe operation of the power systems, providing effective online security
assessment methods capable of monitoring the systems’ security under varying conditions is vital. However,
although the traditional methods have demonstrated efficient PSSA performance, intelligent data-driven
approaches have effectively overcome the traditional approaches by delivering impressive and rapid PSSA
performance. Artificial intelligence (AI) -based techniques are required to guarantee the efficient, optimal,
and safe security assessment. The usage of AI is emphasized due to its computational speed for online
performance and its flexibility for providing corrective actions for insecure operating conditions to achieve
a seamless transition in power systems. In this review, various available data-driven methods in power
system security are comprehensively reviewed into two primary classifications: static and dynamic security
assessment. The evaluated study aims to highlight the merits and demerits of developed techniques as well
as their limitations to provide decision-making assistant for future investigations.

INDEX TERMS Power systems security assessment, data-driven, artificial intelligence, machine learning.

ABBREVIATIONS
AANN Artificial adaptive neural network.
AEP American electric power.
ANFIS Adaptive neuro-fuzzy inference system.
ANN Artificial neural network.
CART Classification and regression trees.
CNN Convolutional neural network.
CVM Core vector machine.
DA Data acquisition.
DE Differential evolution.
DG Distributed generation.
DL Deep learning.
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DSA Dynamic security assessment.
DT Decision tree.
EML Extreme machine learning.
FIS Fuzzy inference system.
GA Genetic algorithm.
GAN Generative adversarial network.
IoT Internet of things.
IRF Iterated random forest.
MFNN Multi-layer feed-forward neural network.
MLP Multilayer perceptron.
PD Pattern discovery.
PMI Partial mutual information.
PMU Phasor measurement unit.
PNN Probabilistic neural networks

VOLUME 11, 2023
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 78671

https://orcid.org/0000-0002-8051-3046
https://orcid.org/0000-0003-2753-6924
https://orcid.org/0000-0002-6718-3599
https://orcid.org/0000-0003-1691-5355
https://orcid.org/0000-0002-8556-2218
https://orcid.org/0000-0002-1468-6686


A. Mehrzad et al.: Review on Data-Driven Security Assessment of Power Systems

PSO Particle swarm optimization.
PSSA Power system security assessment.
RBFNN Radial basis function neural network.
ROCOF Rate of change of frequency.
RVFLN Random vector functional link network.
SDAE Stacked denoising auto encoder.
SFS Sequential forward selection.
SSA Static security assessment.
SVM Support vector machine.
TEF Transient energy function.
TL Transfer learning.
TSA Transient stability analysis.
WAMS Wide area monitoring system.

I. INTRODUCTION
Power system security assessment (PSSA) is a vital require-
ment for the secure operation of power grids. Security is a sys-
tem attribute that is measured with respect to contingencies.
PSSA can be dealt with two different behaviors of a power
system, namely static and dynamic. Static security concerns
the violation of operating variables at the steady-state post-
contingency condition, while dynamic security concerns the
system’s stability during the transient period following a
contingency. By PSSA, one measures the system’s ability
to withstand contingencies and take remedial action for
security improvement [1], [2]. In this respect, defining a
proper security index plays an important role. Power systems’
sheer size and complexity make PSSA an exceptionally
computationally demanding task. Furthermore, to preserve
the steadily efficient operation of the power system, its
operation must always be kept optimal with a fast and
accurate system security system. Due to the inevitable rapid
employment of renewable power systems that change the
characteristics of the electricity network, an extreme level
of complexity with more complex data is imposed on the
power system stability. Renewable energy resources present
challenges for power system security assessment due to
uncertainties in generation and load, limitations of traditional
model-based methods, massive data handling requirements,
and the need to consider system resilience. The integration
of full converter-based renewable energy sources can have an
impact on various measures of system dynamics, such as the
rate of change of frequency (ROCOF) and frequency nadir,
etc. After a disturbance, the dynamic behavior of a power
system dominated by conventional synchronous generators
differs greatly from that of a system dominated by inverters,
and this difference depends on factors such as the level of
penetration, the type of disturbance, and the type of RES,
etc. Accurate forecasting of renewable generation and load
is crucial but remains challenging. Advanced data-driven
techniques, such as machine learning, can help address these
challenges and improve PSSA [3], [4], [5], [6], [7].
PSSA can be carried out in two different environments,

namely off-line and on-line. Off-line mode of PSSA refers to
the process of evaluating the security status of power systems

in a planning environment. In this mode, the steady-state
and dynamic performance of near-term predicted scenarios
are analyzed to evaluate the current and/or near future
security status of power systems. Load flow simulations are
utilized to assess several potential contingencies, including
outages of transmission lines, transformers, or generators
with different loads and power generation scenarios [8].
The outcomes derived from off-line mode are utilized
to inform decisions regarding long-term and operational
planning. Off-line mode is useful for identifying potential
security issues and developing strategies to mitigate them
before they occur. It is an important tool for power system
planners and operators to ensure the reliability and security
of power systems [1]. However, it does not provide real-time
information on the power system’s behavior, and therefore
may not be suitable for detecting and responding to sudden
changes or disturbances in the system. On-line PSSA plays
a vital role in secure operation of power systems that need
on-line data and can be performed by either model-based
approaches or measurement-based approaches [9]. In the
model-based approaches, which mainly rely on simulation
studies using system models, establishing an accurate model
for all system components and providing proper parameters
for models, are the most challenging tasks which can
affect the accuracy and applicability of these approaches.
As the main core of these approaches, simulation studies
are generally time-consuming, making them less suitable for
on-line assessment. Simulation time is always regarded as
an essential bottleneck in on-line security assessment [10].
On the other hand, the measurement-based approaches that
mainly rely on the on-line measured data without any need
for simulation study and system models face the challenge
of providing and processing a massive amount of data. In the
measurement-based approaches, the measured data should be
processed in such a way that security indices can be evaluated
with acceptable accuracy. The main advantages of the
measurement-based approaches with respect to model-based
approaches can be summarized as follows.

• No need to model system components
• No need for parameter data for the model of components
• No need for simulation studies to evaluate system
security indices

It is worth noting that the effect of all characteristics
such as linear, nonlinear, continuous, discreet and limitation
function of system components are naturally reflected in the
actual behavior and operating variables of power systems.
Therefore, measured data of operating variables include all
these characteristics and can be a complete and realistic
representative of system attributes like security.

However, due to a considerable amount of data continu-
ously generated in time domain behavior of the power system
for operating variables, the measurement-based approaches
should be able to handle and overcome the following
challenging issues [8], [11].

• Measuring and gathering synchronized online data of
operating variables from all over the power network
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through wide area monitoring system (WAMS).Without
synchronized measured data of the whole network, it is
challenging to capture different snapshots of the system
behavior, especially during dynamic periods.

• Extracting the most relevant data with respect to each
security attribute of the power system as dominant
features. Power system security can be analyzed from
different aspects with different attributes. However, with
respect to each attribute, all operating variables are not
involved and contributing. Regarding this fact, to make
the estimating process more efficient and faster, it is
necessary to eliminate the irrelevant and redundant data
and extract the dominant feature with high functionality
with the specified attribute.

• Defining security indices that can clearly represent
the security status of the power system. In order to
assess system security in terms of operating data, it is
important to define security indicators that can evaluate
the security situation of the power network. To achieve
this aim, different indices have been proposed so far.

• Preprocessing the online operational data to assess
the security status of the power network. The mea-
sured operating variables are the only source avail-
able for security evaluation in the measurement-based
approaches. The accuracy of the estimation strongly
depends on the accuracy of the data [12]. For this
purpose, identifying and correcting missed data and
erroneous data is vital.

• Developing an estimating tool for establishing a func-
tionality between operating data and security indices.
In the non-model-based approaches, to evaluate security
indices by the measured operating data, it is required
to establish a functionality between each security
index and its associated dominant features. For this
purpose, different approaches are proposed by using
different techniques such as regression, artificial intel-
ligence (AI), and classification.

Considering the foregoing investigations, the traditional
security assessment approaches have evidently failed to
provide an effective and timely PSSA performance, making
it vital to carry out a fast and accurate real-time PSSA.
On the other hand, data-driven-based PSSA approaches have
been found to be effective and reliable tools, demonstrating
promising performance in recent years. An overview of
machine learning techniques for analyzing the stability and
security of power systems was presented in [13] and [14]. The
authors investigated the limitations of the employed classifier
design, dataset, and test systems. However, they have only
considered the dynamic PSSA, and no investigation has been
carried out on the static PSSA. In another work [15], the
authors investigated the definitions and dimensions of PSSA.
However, they have investigated the systems’ security as
per the economy, availability, reliability, and sustainability
dimensions, and not the assessment methods. Authors in [2]
explored the traditional and soft computing-based approaches
for PSSA and enhancement. A review of available machine

FIGURE 1. Machine learning-based approaches studied for PSSA.

learning technologies for fault and load forecasting in
power systems was presented in [16]. According to the
authors, a critical challenge in the power systems’ fault
forecasting is the lack of fault data to train due to the
rare fault scenario. However, early detection of a fault or
disturbance can produce acceptable results using machine
learning technologies. The critical deficiency of [2] and [16]
is that the authors have only mentioned the literature that
lacks the comparison of the mentioned approaches. Authors
in [8] reviewed the application of numerical and machine
learning-based approaches for static PSSA. They considered
the static security status classification, such as classifiers’
types, the static security index, and feature selection and
extraction methods. However, despite the great review of
static PSSA, the work lacks a comprehensive comparison of
the advantages and disadvantages of the reviewed literature.
In addition, only the static PSSA is considered, and the
dynamic PSSA is not investigated. In this paper, to provide
a wide view about the above-mentioned issues related
to measurement-based security assessment, all machine
learning techniques and approaches concerning this area (as
illustrated in Fig. 1) have been comprehensively reviewed.

The rest of the paper is organized as follows. Section II
is devoted to investigating the PSSA, while the rest
of the paper presents a survey of research studies on
data-driven PSSA approaches such as artificial neural
networks (Section III), support vector machines (Section IV),
decision tree (Section V), extreme machine learning, deep
learning, fuzzy systems, data acquisition, pattern discovery,
and transfer learning (Section VI). Finally, Section VII
concludes the paper.

II. SECURITY ASSESSMENT
The process of PSSA involves identifying emergency situa-
tionswhere the power system exceeds its limits during normal
(pre-contingency) or potential (post-contingency) operations,
as outlined in [17]. PSSA comprises of three primary
tasks: security monitoring, contingency analysis, and security
control. The security monitoring system provides operational
engineers with information about the system’s operating
condition. The contingency analysis includes contingency
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screening and ranking based on the severity obtained from
network variables that performs a critical function in the
PSSA. Security control aims to reduce the risk of system
malfunctioning by selecting appropriate control actions.
Stemming from deregulation, modern utilities operate their
systems in more stressful operating conditions close to their
security limit than they had previously [18]. Accordingly, any
disturbance could undermine the systems’ security and lead
to their collapse under such fragile conditions.

Security analysis can be generally categorized as static
security assessment (SSA) and dynamic security assessment
(DSA). The first method investigates instances where system
limits are exceeded after power outages, but it assumes
that the power system returns to a stable state after these
outages have occurred, while the latter evaluates the system’s
performance as it progresses after a disturbance [19]. Further
classifications of DSA include pre-fault and post-fault
assessments. Pre-fault security assessment utilizes current
steady-state variables such as bus voltages, line flow, load,
and generation to assess the system’s security status before an
anticipated disturbance occurs. On the contrary, the post-fault
assessment includes characteristics such as voltage trajectory,
rotor angle/speed, and a vast area to assess the security
status after a fault has occurred. Transient stability analysis
(TSA), on the other hand, is a necessity for securing and
maintaining the power system’s operation, which bolds the
criticality of accurate and robust TSA in DSA [20]. The DSA
approach aims to deliver the energy management system
operators a tool for TSA to be used online, during the
normal cycle of real-time operation, and offline for study
and research. DSA research falls into three areas: simulation
(numerical integration method, direct or Lyapunov methods,
and probabilistic), heuristic (expert systems), and database
or pattern matching approaches [21]. The ability of a power
system to reach a new steady-state operating point without
violating the system’s operating constraints is called static
security [22]. In this context, an operating system’s ‘‘static
security’’ is defined as the bus voltage magnitudes and
generated power of generator buses being within their limits,
without a line overload [23]. In the SSA technique, the
severity of a post contingency scenario is investigated,
including the execution of various load flow methods for the
base case and the N-1 line outage scenarios. However, they
impose time-consuming complexities on the system, and the
system operating conditions change over time, making them
infeasible for online implementation [24].
Traditional security assessment methods rely on running

continuous flow and transient stability simulations, which
may not provide the necessary security assessment. For
instance, the direct methods using transient energy functions
(TEFs) substitute the numerical integrations by stability
criteria. Also, probabilistic methods calculate the probability
distributions of system stability, which can be computation-
ally intensive, so they are only applicable to power systems
planning [25]. On the other hand, modern power systems
have grown increasingly complex, making it difficult to

assess their online security using traditional methods. As a
result, full simulation methods often take too long for online
analysis of large power systems with many contingencies to
evaluate, even with multiple CPUs [26]. Therefore, there is
an emerging demand to develop fast online efficient security
assessment approaches capable of monitoring the systems’
security under variable conditions to reduce the vulnerability
of the systems against various contingencies and ensure safe
power system operation.

Due to some remarkable characteristics such as learning
and predicting capabilities as well as fast and accurate
relationship mapping performance between the power system
operating parameters (input) and the corresponding security
condition (output), intelligent data-driven approaches can be
counted as viable solutions with respect to the traditional
approaches. Furthermore, these techniques (such as neural
networks, decision trees (DTs), and reinforcement learning-
based approaches) are highly effective at identifying impor-
tant system characteristics that were previously unknown,
providing a significant level of insight and discovery [27].

In a data-driven power system security assessment, the
machine learning model needs to be trained on a diverse set
of data to perform well under various operating conditions.
Generating and collecting such data can be a challenge due
to the following reasons:

• Diversity of data sources: Power system data can
come from various sources, such as generation units,
transmission lines, distribution networks, and end-user
consumption patterns. Collecting and integrating data
from these various sources can be a complex task [28].

• Data quality and consistency: Data collected from
different sources may have varying levels of quality,
accuracy, and consistency. Ensuring that the data used
for training themachine learningmodel is of high quality
and consistent is crucial for the model’s performance.
Due to security concerns, overcrowding, breaches, and
other issues, real power system data may be limited or
unavailable for researchers. As a result, they frequently
use open source data and simulated data sets in their
power system research. Unfortunately, the differences
between the available data and the actual power system
data can result in inconsistencies in classifications and
forecasts [29].

• Temporal and local variability: Power system data can
exhibit significant temporal and local variations due to
factors such as weather conditions, equipment failures,
and changes in consumption patterns. Generating data
that captures these variations is essential for training a
robust machine learning model [30].

• Data labeling and ground truth: In a supervised learning
approach, the training data needs to be labeled with the
correct outcomes (e.g., secure or insecure power system
states). Obtaining accurate ground truth labels for the
data can be time-consuming and labor-intensive [31].

Moreover, there are several database generation methods
for training machine learning models in data-driven power
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FIGURE 2. Artificial neural network-based approaches studied for PSSA.

system security assessment. These methods aim to provide a
diverse and representative dataset for the model to learn from.
Here are some methods for generating a database:

• Historical data collection: historical data refers to the
operating records of power systems that have been
collected over time. These records contain information
about actual events that have occurred in practical
power systems, such as transient events or disturbances.
By analyzing this historical data, we can gain insights
into the behavior of power systems and use it to improve
dynamic stability assessment [30], [32].

• Importance sampling: Importance sampling is a tech-
nique that approximates the maximum likelihood solu-
tion for ML-based DSA, reduces the variance in
estimated statistics, and avoids the problem of multi-
dimensional searching by sampling from a distribution
that is more similar to the target distribution. It generates
an efficient training database for security assessment by
intensively sampling conditions near a security bound-
ary, thereby minimizing computational costs [33], [34].

• Random sampling: The Monte Carlo simulation is a
popular technique can be used to generate various
random scenarios based on predefined probability
distributions for various parameters, such as load
levels and generation patterns. Synthetic data can be
generated by simulating power system operation under
different conditions using power system simulation
software. This data can be used to augment the
historical data and provide a more diverse dataset for
training machine learning models. This method helps to
capture the uncertainty in power system operation and
ensures a diverse set of data points for model training.
By analyzing the statistical properties of the generated
samples, machine learning models can be trained to
make accurate predictions of system behavior under
different operating conditions [34], [35], [36].

By using a combination of these database generation
methods, it is possible to create a diverse and representative
dataset for training machine learning models in data-driven
power system security assessment [37].

III. ARTIFICIAL NEURAL NETWORKS
With the high computation speed and generalization capa-
bility of artificial neural networks (ANNs), they have
been used in various power system problems, where the
conventional approaches fail to achieve the desired accuracy
and efficiency. ANNs use an iterative mathematical algorithm
to identify intricate connections between an initial state
and a final state [21]. Accordingly, with the quick and
accurate system security prediction performance, they have
found feasible solutions for modern power systems’ security
monitoring [38]. Figure 2 illustrates a combination of
various ANN-based approaches being used individually or
collectively in the literature.

A. DYNAMIC
Authors in [39] investigated the ANNs application through
power system DSA, considering the system vulnerability as
a framework. The authors used the technique for fast pattern
recognition and system dynamic security status classification.
As reported, the developed scheme demonstrated desirable
performance in seven operating conditions along with nine
fault locations in an IEEE 50-generator test system. In another
study [40], the authors performed the power system security
assessment utilizing an augmentation of feature selection
techniques and Fisher’s linear discriminant as a means
for selecting neural network training features. Comparative
investigations were provided, and the proposed approach’s
performance was validated on the IEEE 50-generator tran-
sient stability test system, and its superior performance
security assessment performance was demonstrated. Authors
in [41] proposed a time-frequency-based strategy for rapid
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stability assessment and single/multiple contingency severity
ranking in power systems. In this context, some strategic
monitoring buses were selected, and fuzzy logic and NNs
were utilized to determine the initial decisions to improve
the assessment reliability and security. In addition, During
detailed time-domain simulations, phasor measurement units
(PMUs) were installed to record accurate voltage magnitudes
and angles. Performance validations on the 67-bus fictitious
system and 783-bus system were carried out, where as
reported, The proposed strategy showcased superior results
with a total of 1027 contingencies derived from two distinct
test systems.

An adaptive artificial neural network-based approach was
proposed in [21] to predict the generator rotor angle and
enhance the power system stability. The approach was
augmentedwith feature selection and data extractionmethods
to maximize the models ability to generalize and reducing
its number of inputs. Although the developed method was
reported to decrease the time necessary for DSA, some major
limitations still stand with the investigated study, such as
no generators were installed into the system to enhance the
power system security, and the newly installed generators and
shunt capacitors were not monitored. In this context, authors
in [42] took advantage of a support vector machine (SVM)
classifier and proposed a rotor angle stability prediction
paradigm to take the similarity values calculated at the
different generator buses as inputs. According to the authors,
the developed method was able to predict the transient
stability status with a high level of accuracy. Later, A neural
network robustness, scalability, and accuracy assessment
in power systems was investigated in [43]. In order to
verify the cost-effectiveness of the developed paradigms,
some verification problemswere formulated asmixed-integer
linear programs, where the developed methods were used
to treat both N-1 security and small-signal stability in the
IEEE 9-bus, 14-bus, and 162-bus systems. Comparative
investigations in terms of accuracy and rapidity have been
carried out with the conventional ANN approach, and the
developed method’s superior performance was demonstrated.

Authors in [44] presented a hybrid network reduction based
on ANN and Ward equivalent approach for online voltage
security assessment. As reported, due to the good adaption
of the equivalent parameters according to the line status in
the buffer zone, the new equivalents scheme demonstrated a
desirable response of the external system to the contingencies
of the internal system. Later, a dynamic security assessment
and generation rescheduling method was proposed in [25]
for the preventive control of large power systems against
transient instabilities. The authors employed probabilistic
neural networks (PNNs) to calculate the security regions.
At the same time, an adaptive neuro-fuzzy inference system
(ANFIS) -based genetic algorithm (GA) was implemented
to reschedule the security-constrained generation. According
to the authors, the developed methodology demonstrated a
preferable execution speed and accuracy through classifying
the system’s security. However, despite the satisfactory

overall classification performance, missed alarms can lead
to undesirable security problems during the assessment and
the rescheduling processes. An automatic learning framework
for the dynamic security control of power systems was
investigated in [26]. The authors utilized a radial basis func-
tion neural network (RBFNN) to simultaneously evaluate
the power system’s dynamic security status and predict the
effects of corrective control actions during disturbances.
In addition, feature reduction techniques were employed
to deal with the large database dimensionality problem.
As the authors reported, the developed paradigm was able
to effectively choose from all pre-disturbance steady-state
variables, resulting in less unnecessary load shedding and
more precise identification of vulnerable states. This method
proved to be more efficient and outperformed previous
techniques [45], [46] methods. Accordingly, the developed
method could be used for all instability phenomena, such as
voltage, frequency, and rotor angle instabilities.

B. STATIC
Authors in [47] proposed an ANN-aided security assessment
approach using a Kohonen self-organizing feature map for
a model six-bus power system. Later in [24], the authors
employed the multi-layer feed-forward neural network
(MFNN) and RBFNN for the online static security assess-
ment of power systems. They used the Newton-Raphson
load flow analysis to predict the active power and voltage
performance indexes for variable loading conditions under
line outage contingencies. The developed approaches’ per-
formance was testified using the standard IEEE 30-bus test
system. Accordingly, accurate and robust severity prediction
and contingencies’ ranking performances were reported for
unseen network conditions. Authors in [48] developed an
online power system static security assessment approach
using multi-layer feed-forward ANN and RBFNN networks.
The loading conditions and the probable contingencies were
considered as inputs to the ANNs. To evaluate the security
of the system, the ANNs observed the credible contingencies
and prioritized them based on their level of severity. This
prioritization was determined by the composite security
index, taking into account line flow and bus voltage limit
violations. As the comparative studies with conventional
methods reported, the developed approach demonstrated
faster and more accurate assessments of the system’s security
against outages.

In order to perform a fast static security assessment,
a data mining-based deep convolutional neural network (deep
CNN) was developed for static system security assess-
ment with N-1 contingency [49]. In contrast to alternative
data-driven methods [50] utilize system state variables to
determine the security status of the system, the presented
approach depended on the system’s topology and bus power
injection, which considerably reduced the computational
effort. In another study [51], the authors developed an
enhanced adaptive ANN approach for security enhancement
of Malaysian power grids considering generation dispatch
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and load shedding. The developed strategy took advantage of
automatic data generation systems and feature selection and
data extraction methods to produce AANN inputs. Moreover,
varying base load conditions and generation aspects were
considered to estimate the remedial control action, where
the retraining for new loading scenarios was avoided during
the contingencies’ severity ranking procedure. An adaptive
ANN-based reliable method for power system steady-state
security enhancement was proposed in [52]. The presented
work alleviated the bus voltage violation and delivered an
automatic data knowledge generationmethod for the adaptive
ANN. Comparative performance validations in 9-bus and
39-bus test systems were provided. As reported, the devel-
oped method successfully outperformed the conventional
methods in mitigating an insecure situation resulting from
credible contingency and providing immediately required
amounts of generation re-dispatch and load shedding in
megawatts.

Table 1 summarizes the security and model types,
investigated methods, advantages, and disadvantages of the
above-discussed ANN-based PSSA methodologies.

IV. SUPPORT VECTOR MACHINE
Stemming from the statistical learning theory, the SVM
constructs a framework capable of employing linear function
assumption in a high-dimensional characteristic space [53].
SVM benefits from the structural risk minimization principle
leading to less training samples requirement, and has been
known as an efficient tool for dynamic and static power
system security assessment [19], [22], [53].

A. DYNAMIC
An ensembled SVM-based online security assessment
paradigm was proposed in [19]. The developed method
incorporated online measurement data obtained from PMUs
with multiple linear SVM learners with low computational
complexities. A boosting approach was also used to compen-
sate for the inevitable classification errors of linear SVMs.
Numerical performance validations were conducted, and as
reported, the developed paradigm delivered high and accurate
security assessment efficiency. Authors in [53] mapped the
online power system transient stability assessment problem
as a two-class classification problem. They developed a
data mining algorithm, the core vector machine (CVM),
to deal with the PMU-based measurements data. The training
procedure was carried out in offline mode, and once the CVM
was well-trained, the online PMU data was implemented to
perform the stability assessment. As the authors reported,
the developed CVM successfully outperformed conventional
SVM approaches with higher precision and computational
burden.

B. STATIC
A SVM-based binary classification scheme was proposed
in [54] for static and transient security assessment of
IEEE 57-bus and 118-bus power systems. As reported,

the developed method considered single line outages as
contingencies and outperformed the conventional least square
classification method in terms of security evaluation. Later
in [22], an online static and transient security assessment
approach was proposed using a multiclass SVM classifier.
The authors used the sequential forward selection method
for the feature selection process. They classified the security
status of any given operating condition into four secure,
critically secure, insecure, and highly insecure modes.
As the comparative simulation results with least-squares,
probabilistic neural network, extreme learning machine, and
extreme SVM classifiers reported, the proposed scheme
demonstrated superior online static and transient security
validation with low computational time performance, making
it suitable for online static and transient security validation
and computational time for practical implementation.

Table 2 summarizes the security and model types,
investigated methods, advantages, and disadvantages of the
above-discussed SVM-based PSSA methodologies.

V. DECISION TREE
The decision tree is a well-established data mining and clas-
sification approach being used for various high-dimension
and big data problems. DTs benefit from a unique feature
that utilizes the thresholds of attributes (linear classifiers) to
predict the considered objective. Hence, many researchers
have utilized DTs for both online and offline power systems
security assessment problems [55], [56], [57], [58].

A. DYNAMIC
A scheme was suggested to assess voltage security in real-
time, with the aim of identifying security issues that may
arise after a contingency event, including voltage magnitude
violations and voltage and transient stability [56]. Later
in [59], a similar approach was developed to deal with
the same problem. However, the authors implemented an
augmentation of synchronized phasor measurements and
periodically updated DTs. The DTs were trained offline
hourly, considering the voltage security analysis conducted
during the past representative and 24-h ahead operating
conditions forecasts. Accordingly, to assess security, the
offline thresholds determined by the DTs were compared to
the online-obtained synchronized critical attributes PMUs.
Performance validations were carried out on the American
Electric Power (AEP) system, and as reported, the developed
strategy demonstrated suitable voltage security assessment
performance. An online PMU and DT -based dynamic
security assessment approach for large-scale interconnected
power systems was proposed in [60]. Online security
assessment and preventive control guidelines supplemented
by real-time PMU data were created by authors via the
utilization of DTs. Since the security predictions based
not the terminal nodes lack validity if any unpredictable
system conditions occur, they used a classification method
considering each whole path of a DT instead of classification
results at terminal nodes to enhance its performance and
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TABLE 1. Summary of ANN approaches for PSSA.

TABLE 2. Summary of SVM approaches for PSSA.

ensure more reliability. Authors in [61] and [62] proposed
fuzzy DT-based power system security assessment schemes
capable of dealing with uncertainties and large-scale prob-
lems. The developed methods combined the advantages of
conventional DTs with NNs [61] and PMUs [62] and avoided
their disadvantages. Consequently, desirable compromises
between interpretability and accuracy were achieved.

Another work [57] investigated a PMU-based power
system transient stability and voltage stability approach. The
authors used DTs to identify the critical attributes to be
measured by PMUs, and as a result, characterized important
phenomena associated with system dynamic performance.
According to the authors, the proposed scheme could deliver
more reliable security predictions based on all nodes of the
related paths of the DTs. Aiming at mitigating the impact
of missing PMU data, an ensemble DT-based data mining
scheme for online DSA was developed in [58]. The authors
used a random subspace method to exploit the locational

information of attributes and the availability of PMU
measurements; and trained multiple small DTs. A boosting
algorithm was utilized to quantify the voting weights of
viable small DTs, and utilized the re-check results to re-
weight the DTs in the ensemble. According to the authors,
the developed approach achieved superior performance than
conventional DT-based techniques. In another study [63],
a PMU-based voltage security assessment paradigm was
proposed to maintain the steady voltage magnitudes at
all buses in the power system subjected to disturbances.
They took advantage of an adaptive ensemble Hoeffding
tree-based learning [64] to guarantee the robustness of the
proposed technique. According to the authors, the developed
method could effectively reduce the computation burden and
deliver lower misclassification errors than the traditional
DT method.

Authors in [45], [65], and [66] proposed a DT-based DSA
with corrective control performance. Security regions and
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system status were determined through the DTs implemen-
tation. Accordingly, the scheme could provide guidelines to
take the necessary preventive or corrective control to address
transient instabilities. Later in [67], a DT-based approach for
preventive control and online power system DSA was devel-
oped. The authors trained two contingency-oriented DTs for
power systems with high penetration of wind generation
and other distributed generations (DGs), where a DT was
employed to identify potential security issues during DSA,
and the other one provided the operators with online decision
support on preventive control. In order to simultaneously
ensure the maximum database information and minimize
the computing requirements, an efficient DT-based sampling
strategy was proposed in [68]. As the author reported, the
comparative studies demonstrated an extensively improved
classification performance of the developed approach than
that of conventional sampling methods, leading to more
accurate power system security assessments. Later, authors
in [69] proposed two optimization-based DT approaches to
improve the interpretability of the DT-based dynamic security
rules. According to the comparative investigations, the
proposed approaches demonstrated superior predictive per-
formances and interpretability of the security rules with less
required training data. This characteristic leads to a reduced
offline computational burden of dynamic security assessment
platforms. Authors in [70] proposed a contingency-based
DT approach to analyze the impact of wind energy and
cross-border power exchange on the dynamic security of
present and future Danish power systems. The security
assessments were carried out offline for many possible
operating conditions, and the database was made using the
critical contingencies. The built-up database was then used
for security prediction of present and future power systems.

A DT-based online voltage security assessment scheme
focused on voltage collapse problems caused by severe
disturbances was proposed in [71]. The authors simulated
an N-l contingency case for each considered operating
scenario, and real-time measurements were carried out
periodically to update the system information. As reported,
using the developed scheme, the power system states were
efficaciously rankedwith respect to their potential for causing
voltage instability. Authors in [65] combined wide-area
measurements and DT algorithms to develop an online
voltage security assessment strategy. Despite the developed
paradigm’s acceptable accuracy on the reduced database,
it could not deliver the desired accuracy when dealing
with the original database. Hence, the authors employed an
adaptive boosting method to combine individual DTs and
achieve an accurate prediction. As reported, the developed
model demonstrated a preferred performance in the pres-
ence of uncertainty in the load and generation variation
scenarios.

B. STATIC
Aiming at achieving a more precise power system security
assessment for multiple contingencies, authors in [72]

developed a multiway DT-based approach with reduced
decision nodes. Compared to conventional DT methods,
the proposed scheme is less sensitive to variations, and
the computational burden is reduced due to fewer decision
nodes. However, more detailed comparative investigations
are needed to be carried out to validate its practical
viability. Data-mining-based robust online DSA schemes
were proposed in [73] and [74] by considering the operating
condition variations and topology changes of power grids.
The developed schemes used raw measurements reported
by PMUs, where classical DT [74] and adaptive ensemble
DT [73] learning strategies were utilized to assess the
security of practical power systems. As reported, improved
performance in terms of accuracy and cost-effectiveness was
achieved compared to conventional methods.

Table 3 summarizes the security and model types,
investigated methods, advantages, and disadvantages of the
above-discussed DT-based PSSA methodologies.

VI. OTHER METHODOLOGIES
A. EXTREME MACHINE LEARNING
The conventional learning methods are based on a single
learning model, which has resulted in high computational
time and low accuracy when dealing with big data analysis.
Extreme machine learning (EML) approaches learn without
any time-consuming adjustment of network parameters have
enhanced the conventional methods’ accuracy with much less
computation memory [78]. These features have made EML
approaches efficacious tools for online security assessment
of large power systems. According to the literature, it is
noteworthy that EML approaches are only used for DSA, and
no studies have been found on SSA.

A real-time ELM-based DSA approach was proposed
in [78]. To validate the effectiveness of the developed
approach, it was conducted on an IEEE 50-machine system
and a dynamic equivalent system of a real-world large power
grid. Taking advantage of the developed approach, fast esti-
mation performance was reported with 100% classification
accuracy and a reliable pre-fault DSA mechanism. Authors
in [79] developed an online data-driven DSA paradigm
to accommodate rapid and volatile wind power variations
considering foreseeable disturbances. Practical investigations
were conducted, where the developed DSA scheme delivered
high DSA efficiency and accuracy. Later in [80], a multiple
randomized learning-based ensemble model was proposed to
deal with online DSA. To achieve faster learning capability
and more reliable machine learning outcomes, the authors
combined extreme learning machine and random vector
functional link networks (RVFLNs) for the problem at
hand. Another study [12] investigated a PMU-based pre-fault
DSA with incomplete data measurements using a generative
adversarial network. Despite the conventional methods that
depend on PMU observability for the missing data, the
authors in [12] utilized the generative adversarial network
to address the incomplete data. According to the provided
investigations, the method demonstrated high DSA accuracy
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TABLE 3. Summary of DT approaches for PSSA.

with a much less computation complexity under any PMU
missing conditions.

B. DEEP LEARNING
As one of the most recent and powerful learning techniques,
deep learning approaches have successfully merged into
research and industry fields, overcoming other machine
learning approaches [81], [82]. Deep learning approaches can
automatically extract effective features for different tasks and
have demonstrated remarkable performance when dealing
with large amounts of data. Accordingly, these approaches
have been found effective solutions for data-driven security
assessment of large power systems [12], [20], [83], [84].

A deep learning-based feature extraction framework with
enhanced training performance was proposed in [82] to
assess power systems’ security. The training procedure
was improved utilizing an R-vine copula-based sampling
strategy, while deep autoencoders were employed to reduce
the high-dimensional input space of security assessment.
According to the provided performance validations, the
developed strategy demonstrated a suitable security assess-
ment performance. In another study [83], using convolutional
neural networks and deep learning, a power system security
assessment paradigm was developed to assess N-1 security
and small-signal stability on the NESTA 162-bus system.
As reported, owing to representing the power system
snapshots as images, the convolutional neural networks
could easily process the data, resulting in a much faster
and more accurate security assessment than the standard
small-signal stability assessment method. A PMU-based
pre-fault dynamic security assessment approach considering
the incomplete data measurements was developed in [12].
The authors employed the deep-learning method generative
adversarial network (GAN) [84], [85] to address the missing

data, where the Adam algorithm [86] was used to pursue
the highest assessment accuracy with desirable efficiency.
According to the investigations provided and reported by the
authors, the developed approach has been found effective
in filling up incomplete PMU data independent of PMU
observability and network topologies. Later, authors in [20]
presented a dynamic security assessment scheme based on
SDAE ensembled with boosting learning approach. They
employed the multi-layer SDAE to extract the original input
data, along with an SVM classifier to perform classification
with data from all hidden layers of SDAE. As reported,
the developed scheme improved the security assessment
accuracy with reduced computational time.

Table 4 summarizes the security and model types, investi-
gated methods, advantages, and disadvantages of the above-
discussed EML-based and DL-based PSSA methodologies.

C. FUZZY SYSTEMS
Due to the desirable prediction and analysis performance of
fuzzy inference systems (FISs), they have been widely used
in many power system security analysis approaches [27],
[87], [88]. In this context, the augmentation capability
of fuzzy systems with other classic and advanced power
system security assessment approaches has established them
as useful and effective data-driven methods over the past
decade [27], [89]. According to the literature, it is noteworthy
that fuzzy-based approaches are only used for DSA, and no
studies have been found on SSA.

Authors in [41] proposed an integration of Fuzzy logic
and neural networks to improve power systems’ security and
reliability assessment. The developed scheme’s performance
was testified on a 67-bus fictitious system and a 783-bus
system in actual use at Hydro-Quebec’s operations planning
department. Later in another study [62], the same authors
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TABLE 4. Summary of ELM and DL approaches for PSSA.

TABLE 5. Summary of Fuzzy, PD, and DA approaches for PSSA.

proposed a rapid power systems’ stability assessment scheme
using transparent fuzzy rule-based classifiers initialized by
large-size accurate decision trees. Phasor measurement units
were used to capture real-time wide-area response signals in
power system operation. These signals were then analyzed
in both the time and frequency domains to extract vital
decision features, including the highest spectral density of
the angle, frequency, and the dot product of these variables
evaluated across the entire power grid. Owing to the fuzzy-
rule classifiers, highly efficient fast contingency screening
with reduced computation time was reported according to the
validations provided on a large database of the Hydro-Quebec
grid. Authors in [27] developed an enhanced semi-supervised
pattern discovery method augmented with a fuzzy classi-
fication scheme for dynamic security assessment of power
systems. They used the fuzzy classification scheme to predict
the security index of the power system operating point.
Comparative performance investigations of the developed
method were carried out on the IEEE 50-bus system, where
themethod outperformed other classification techniques [41],
[61]. In addition, taking advantage of the enhanced pattern
discovery method, the developed method was reported more
efficient in power systems security assessment than [89], with
faster assessment speed than [87].

D. DATA ACQUISITION
A web-based distributed architecture for real-time security
assessment, data acquisition, and safety check violations of
power systems was developed in [17]. The authors analyzed
system’s security by using a network of remotely controlled

units that were placed in the most critical sections of
the power grid with a Web-based interface to report the
development. However, although the developed paradigm
was reported to provide a viable online security analysis
solution of electrical networks, more efforts are needed to
validate its performance in dealing with variable and very
large networks. SCADA measurements play a crucial role
in power system monitoring and control. However, they may
not be sufficient for a comprehensive power system security
assessment due to limited coverage, failure to capture system
dynamics in real time, errors, outdated equipment models,
attack surface vulnerabilities, have a fixed sampling rate, and
lack of forecasting capabilities [2], [90], [91]. To address
these limitations, additional data sources such as synchropha-
sor measurements from Phasor Measurement Units (PMUs)
can be used to complement SCADA measurements. PMUs
provide high-speed, high-resolution data that can capture
transient events and provide a more comprehensive view
of the power system. By combining data from multiple
sources, power system security assessments can be more
accurate and effective in identifying potential vulnerabilities
and risks [92]. Authors in [9] proposed an integrated
model-free online DSA approach that incorporates feature
selection and regression prediction. They employed partial
mutual information (PMI) [93] and the Pearson correlation
coefficient (PCC) [94] to select critical variables during
feature selection, which reduced the dimensionality of the
initial database. At the same time, an iterated random forest
(IRF) [95] was employed to predict the transient stability
margin. The feasibility and performance of the developed
method were validated on the IEEE 39-bus and practical
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large-scale 1648-bus systems. According to the authors,
desirable prediction accuracy with robustness in dealing with
missing data and measurement noise was achieved.

E. PATTERN DISCOVERY
Pattern discovery methods are unsupervised learning tech-
niques that can provide visualized explicit assessment
solutions for power system operators. These methods can
statistically discover multiple hyper-rectangles (patterns) in
power system dynamic security databases and consequently
can determine the secure/insecure regions of the system [27].
A statistical learning-based technique was developed

in [89] for dynamic security assessment and preventive
stability control of harmful disturbances in power systems.
The authors employed an unsupervised pattern discovery
(PD) procedure to extract patterns from a feature space
characterized by critical generators. As reported from a
practical point of view, owing to the developed unsupervised
PD approach, a visualized explicit assessment performance
was obtained for power system operators, and the stability
assessment was made by a distance-based classification
procedure, where the stability control could be realized by
driving an operating point from an insecure region to a secure
region.

Table 5 summarizes the security and model types,
investigated methods, advantages, and disadvantages of
the above-discussed fuzzy-based, PD-based, and DA-based
PSSA methodologies.

F. TRANSFER LEARNING
In [96], the authors proposed an integrated transfer learning
(TL) method for DSA models to address the issues of
limited coverage in offline training databases and missing
data inputs due to practical issues. The proposed method
used adversarial training and feature extractor networks to
enhance the extensibility of DSA models, allowing them to
cover more unlearned faults with complete or incomplete
data. Although the previous works have addressed these
issues separately, but the proposed method showed that they
can occur simultaneously in practice. The validity of the
method was demonstrated through simulation tests on the
New England 10-machine 39-bus system using the Monte-
Carlo method. The TSA tool was used to carry out a time-
domain simulation, which assessed the dynamic security
level of each operating point. Authors in [97] developed
a data-driven method for dynamic security assessment that
can assess multiple faults that were not trained. Based on
the transfer learning theory, the method uses Maximum
Mean Discrepancy to minimize differences between the
distributions of trained and unknown data and combines two
randomized learning algorithms, extreme learning machine
(ELM) and random vector functional link (RVFL), to improve
performance. The proposed method achieved a 97.27%
accuracy in fault assessment validation. The method was
tested on the New England 10-machine 39-bus system using
transient stability criterion to label instances.

VII. CONCLUSION
This paper provided a comprehensive review of the state-
of-the-art studies on the data-driven security assessment of
power systems. Power systems security evaluation is crucial
for security monitoring, contingency analysis, and power
system security control. According to the literature, conven-
tional methods have shown deficiencies in terms of resiliency
and adaptation to the current and future trends in power
systems, which demands the deployment of more reliable
power systems security assessment (PSSA) methodologies.
In this context, owing to some outstanding characteristics
such as fast and accurate learning and predicting capabilities,
data-driven approaches have successfully overcome the
conventional methods and effectively dealt with the current
growth of power networks, large database problems, and the
requirement of rapid PSSA, especially in online assessments.
This study comprehensively surveyed the application of
data-driven approaches such as artificial neural networks,
support vector machines, decision tree methods, and various
machine learning-based approaches in dynamic and static
PSSA.

According to the literature investigations, it was found
that AANs can provide online identification of external
systems with a high level of robustness against input and
system disturbances, delivering a fast and accurate security
assessment performance even when the system configuration
is changed. However, large training sets are required for
a reliable assessment which increases the computational
complexity. On the other hand, benefiting from the structural
risk minimization principle that leads to fewer training data,
SVMs have demonstrated themselves as highly accurate
PSSA methods with decreased computational complexity
with respect to AANs. However, their main drawback is
their high sensitivity to the tuning parameters. As bigger
datasets impose more computational complexities, decision
tree-based approaches have been found as alternative solu-
tions to deliver reliable and accurate PSSA performance. This
stems from their structural concepts that require only the
latest updating data and basic statistical analysis instead of
the whole data set for updating purposes, which drastically
decreases the computational complexity while delivering
accurate PSSA. Such data-driven approaches (such as ANNs,
DTs, and learning-based approaches) can provide a high
degree of discovery, which allows them to uncover salient
but previously unknown characteristics of a system. Other
useful but less implemented approaches such as ELM, fuzzy,
and PD have been found effective to deliver fast and accurate
security assessments due to less number of tuning parameters;
however, the latter raises cybersecurity concerns, making
it not suitable for many PSSA applications. This study
contributes to the literature as follows:

• A comprehensive evaluation of the merits and demerits
of the literature studies from the data-driven perspective
is provided, which can effectively deliver a beneficial
insight to researchers concerning the application of
data-driven methods for PSSA.
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• A complete discussion and evaluation of static and
dynamic security assessment from different aspects is
provided.

• A wide range of data-driven PSSA approaches is
brought under one roof. In addition, a PSSA perfor-
mance comparison among different artificial intelligent
approaches has been carried out.
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