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 Abstract: 
The practice of information systems development (ISD) has changed during the past two decades from very structured approaches to agile ISD methods. However, many methods available for managing requirements-related risks in the literature follow the structured way of doing ISD. If any, few methods offer solutions to prior itize requirements risks for agile ISD projects based on recognizing requirements-related risks and patterns to mitigate these. To fill this gap in the literature, we apply the design science research methodology to develop an agile requirements risk prioritization method together with industry experts (n=54) in Finland and New Zealand in a multi-year study. The method was developed by applying contingency theory, and our study makes an artifactual contribution to the literature. The method helps practitioners prioritize the overall requirements-related risks for ISD projects. 
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1 Introduction 

Today, information systems development (ISD) practices can be characterized as agile (Chen 2015). However, the perceived view in the literature emphasizes the structured method for requirements risk management. The most recent notable studies have also been either (Hickey and Davis 2004) or (Mathiassen et al. 2007). This paper applies design science research (DSR) (Hevner et al. 2004; March and Smith 1995; Walls et al. 1992; Walls et al. 2004) to develop an agile requirements risk prioritization method to address this gap in the literature. Below, we provide an argument for the need for this method, our research objective and question, and finally, a description of how we set out to accomplish this task.  
During the 1970s and 1980s, plan-driven structured methods, such as Waterfall (Royce, 1970), were typical. Consequently, risk management has been studied mostly from the point of view of structured ISD methods. For example, in the early 1980s, the focus was on managing project portfolios and using different techniques to resolve requirements risks (Alter and Ginzberg 1978; Davis 1982; McFarlan 1981). Later on, in the 1990s, researchers examined what risks ISD projects entail (Barki et al. 1993; Saarinen and Vepsäläinen 1993) and which risks are more important at certain phases of the ISD project (Lyytinen et al. 1998). More recently, the focus has shifted to assisting practitioners in applying different requirements development techniques to mitigate requirement-related risks for a project (Hickey and Davis 2004). For this purpose, Mathiassen et al. (2007) developed a contingency model to match developers and analysts with the requirements development techniques that fit the risk situations (Barki et al., 2001) they face in a project.  
Later in the 2000s, there was a strong practitioner-led movement from plan-driven methods toward more agile ISD methods (Barlow et al., 2011). Plachkinova et al. (2018) have suggested that the agile ISD has more seamless transitional phases for the development process than plan-driven structured approaches, like the waterfall method. Short cycle times and quick releases are typical in these agile methods as there is a need for change due to rapid changes in the business environment (Truex et al., 1999). Consequently, ISD rarely follows a traditional life cycle that terminates the information systems (IS) anymore; instead, the IS are preserved and redeveloped to satisfy users’ needs: consider, e.g., Facebook is constantly changing its digital offerings. Thus, for our study, we only distinguish that there is an overall life cycle iteration in the development process and that the main elements of such a life cycle are related to requirements, design, and implementation. 
As the industry has adopted the agile ISD methods, interest in the agile way of doing requirements elicitation and analysis increased. Matook and Maruping (2014), for example, highlighted the increased need to manage the changes in agile ISD projects. Matook and Maruping (2014) argued that prioritizing requirements is one crucial way of managing requirements-related risks in agile ISD projects. Racheva et al. (2010) recognized a lack of understanding of how agile requirements prioritization happens in practice. This change to agile ISD in the industry also means that traditional ISD values, such as long IS life span, concise specifications, and complete systems analysis, are more outmoded. Instead, there should be an emphasis on continuous analysis, negotiated requirements, and maintenance activities (Truex et al., 1999). Therefore, we propose that also requirements risk prioritization should be done accordingly. However, the extant literature proposes that requirements risks should be assessed with appropriate intervals (e.g., Mathiassen et al., 2007; Lyytinen et al., 1998) and follow the traditional plan-driven structured ISD methods.  
We argue that further emphasis should be given to the changing nature of ISD and what impact this has for requirements risk prioritization. Accordingly, our research question is: How requirements risk prioritization should be done in agile ISD? We propose that applying such a method in agile ISD would impact the overall efficiency of ISD and requirements risk prioritization efficacy. We recognize that general-purpose risk prioritization methods exist in the literature, e.g., Mathiassen et al. (2007) or Hickey and Davis (2004). However, we see that recent changes in the industry practices warrant an investigation 
of 1) how industry practitioners see today’s requirements risks and 2) whether we can develop a method for agile requirements risk prioritization. We worked with experienced industry practitioners (n=54) in Finland and New Zealand who manage ISD projects for their daily work. 
The remainder of the paper is structured as follows. We first review relevant literature on ISD risk management and agile requirements risk prioritization. Thereafter, we depict the applied DSR approach, and different qualitative research methods, to develop the method. Then, we present the developed 
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artifacts and the demonstration and evaluation process with our industry participants.  Finally, we discuss the implications of our work and conclude the paper. 
2 Managing ISD Project Risks and Moving Towards Agile 

Requirements Prioritization  

The following sections review the literature on managing ISD risks in general. Thereafter, we review the literature on agile in requirements risks management and, finally, how contingency theory offers a solution to prioritize requirements according to the identified risks. 
2.1 Background 

ISD risk management typically starts with identifying the project risks to control and mitigate these. There have been numerous studies that have put forward lists of risk items for this purpose. Barki et al. (1993), for example, have proposed a risk measurement method that incorporates the uncertainty that projects are exposed to and the impact that project failure could have. Boehm (1991) introduced risk management as a two-step process involving assessment and management, which involves identification, prioritization, resolution monitoring, etc. Later, Keil et al. (1998) conducted a Delphi survey that identified risk items that affect ISD projects and proposed a framework to indicate the relative importance of each risk item. Schmidt et al. (2001) also conducted another Delphi study that developed a ranked list of risks affecting projects.  
While Barki et al. (1993) and Boehm (1991) proposed risk measurement tools for overall projects, their research did not specify how to interpret the resulting risk exposure. To respond to this, Tiwana and Keil (2004) proposed a one-minute measurement tool that would allow project managers to determine the current risk exposure of a project, varying from high risk to low risk. The measurement tool was based on risk drivers resulting from the examination of 720 projects. Like Keil et al. (1998), the risk drivers were classified based on the project managers’ level of control over them. Wallace et al. (2004) later described how the different categories of risks varied for different types of projects, such as high-, medium-, and low-risk projects. Accordingly, the extant literature has approached risk measurement to identify the risks or main risk components that a project can be exposed to and their effect. For example, the approach adopted by Tiwana and Keil (2004) is consistent with how risk level perceptions are determined. Earlier, Florig et al. (2001) proposed a similar framework for ranking risks. Their framework called for categorizing the risks and utilizing a panel to rank the risk items. The framework proposed by Florig et al. (2001) also calls for the panel of participants to be provided with a summary/description of the risks. 
The more recent studies based on control theory (Keil et al. 2013; Dreesen et al. 2020; Remus et al. 2020) suggest that the use of different elements of control (control modes and control styles) can benefit ISD projects. Keil et al. (2013) found that user and requirement risks reduce the positive influence of controls on process performance. According to the authors, this means that to ensure good process performance, solid controls need to be implemented. However, solid controls do not guarantee good process performance. Kremser and Blagoev (2021) found that when actors prioritized multiple routines 
(interdependent actions involving various actors), they mainly focused on a single person’s patterns of actions. Kremser and Blagoev (2021) developed a process model of temporal coordination that explains how actors iteratively use three prioritizing mechanisms, sequence-, timing-, and role-based prioritizing when confronting temporal conflicts in their work. Geiger et al. (2021) studied how routines are coordinated among firefighters when there are high levels of temporal uncertainty, situations when the timing of critical events is unknown, and risks concerning misalignments. These findings are promising for risk management research, but these focus more on team member-related risks than others. 
2.2 Agility in Managing Requirements Risks 

Over the past two decades, ISD companies have adopted agile approaches to cope with change and mitigate business risks. Sebastian et al. (2017) argue that agile or development and operations (DevOps) methods are essential when developing digital service platforms. As service and customer requirements constantly change and new market opportunities emerge quickly, digital services need to be continuously updated. While IS research and practice have concentrated on agile ISD, requirement engineering research has also increased attention to agile requirements development, i.e., eliciting, analyzing, and specifying requirements. Furthermore, the literature shows how socio-technical approaches need to 
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replace the technical approaches in agile requirements development. The following studies show how researchers attempt to develop solutions for this.  
Bergman et al. (2002) argued that existing requirements development techniques are based on the false assumption that political and business problems can be separated from technical solutions. To resolve this, they proposed that requirements should be developed as mappings between technical solutions and business problems, and developers need to iterate while developing requirements. Napier et al. (2006) studied bridging plan-driven and agile approaches for requirements development. They used the concepts of repeatability and response-ability. In repeatability, requirements are derived through specification, and changes in requirements are exceptions (plan-driven), whereas in response-ability, requirements are negotiated, and changes are expected (agile). They concluded that combining these two approaches is the most useful approach.  
Furthermore, Matook and Maruping (2014) determined that providing, clarifying, and prioritizing requirements are important in agile projects. Customer representatives need to collaborate closely (e.g., in face-to-face meetings) with the development team to manage the changes. Alsaqaf et al. (2019) studied the challenges of requirements development in large-scale distributed agile ISD projects. Their study revealed several major risks in agile requirements development and identified existing practices to 
mitigate them. For example, for the “conceptual challenges of quality requirements,” they recognized the 
mitigating practice of “maintain an assumption wiki-page.” Tuunanen and Kuo (2015) studied how culture affects requirements prioritization. They proposed a value-based requirements prioritization approach to better understand features perceived as more important in different cultural settings. According to the authors, this approach contributes to the more efficient use of agile methods such as SCRUM. Tuunanen and Peffers (2018) developed a design theory, population-targeted requirements acquisition, for the effective use of requirements acquisition techniques. They designed five principles for action for adapting and using existing techniques to enable effective requirements acquisition activities with populations.  
Thus, while the literature recognizes the importance of agile risk management for ISD projects (see, e.g., Dorofee et al., 1996; Persson et al., 2009) or software process improvement (see, e.g., Iversen et al., 2004), there seem to be few specific methods available for agile requirements risk management. One such method was developed by Racheva et al. (2010). It is a conceptual model for understanding the inter-iteration prioritization process regarding inputs and outcomes. Their model focused on understanding the value offered by different requirements and using this knowledge to prioritize the requirements in an ISD project. However, their model abridged risks to a single category of implementation-related problems for the requirements. 
2.3 Contingency Model as a Solution Approach 

The contingency model for requirements development by Mathiassen et al. (2007) does focus on requirements-related risks by categorizing them into identity (the availability of requirements), volatility (the stability of requirements), and complexity of requirements. Their model also specifies that the project’s risk level (high, medium, low) is based on its type of requirement risk. They provide risk resolution techniques to resolve risks in different project settings. This approach follows the general contingency model introduced earlier by Barki et al. (2001), which looks at the risk exposure of an ISD project and risk 
management methods’ fit to improve project performance.  
Mathiassen et al. (2007) characterized risks related to requirements identity for situations where there is a communication gap between developers and would-be users, such as developing generic applications or mass-market software (Regnell et al., 2001). Furthermore, requirements identity risks relate to the availability of requirements; high risk means that requirements are unknown or indistinguishable. Second, Mathiassen et al. (2007) emphasized requirements volatility as another key risk in software development (Davis, 1982, Lyytinen, 1987). Requirements volatility relates to the stability of requirements (Davis, 1982; Mathiassen et al., 1995); high risk indicates that requirements change easily. Finally, Mathiassen et al. (2007) point out that requirements complexity is a key risk in requirements and software development (e.g., Brooks, 1987). Requirements complexity measures how easy requirements are to understand (Mathiassen et al., 1995), with high risk indicating that requirements are difficult to understand, specify, and communicate. Consequently, Mathiassen et al. (2007) categorize requirements risks into identity, volatility, and complexity groups. We follow this grouping and use the term requirements risk item to describe specific requirements-related risks. 
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Earlier, we argued that the ISD practice has moved to a more agile approach. Furthermore, the literature does not offer many specific agile requirements risk prioritization methods, but it does provide foundations for developing such. The contingency model proposed by Mathiassen et al. (2007) provides a theoretically firm ground for developing such a method. We were also inspired by Keil et al.’s (1998) study, which applied a Delphi survey to identify and rank the most important software development risks. In the following sections, we present the chosen research methodology and then explain how we developed the method in cooperation with the industry. 
3 Research Methodology 

In a multi-year study, we employed DSR (Hevner et al., 2004; Peffers et al., 2018) as the research approach to develop the method. We applied the design science research methodology (DSRM) (Peffers et al., 2007) to conduct our research. The DSRM starts with identifying the research problem(s) and the motivation for the research. Based on the evidence, reasoning, and inference, the process continues toward defining the objectives of a solution to solve the research problem. This process should be based on prior knowledge in the given field of research. This knowledge is then used to design and develop an artifact evaluated for effectiveness or efficiency. This approach eventually leads to disciplinary knowledge. To develop the artifact in three DSR cycles, we applied different qualitative research methods (depicted in the next section and summarized in Table 1) in each DSR cycle in cooperation with industry experts (n=54). 
3.1 Study Design 

First, we applied a focus group interviewing method to identify risk themes and the underlying risk items. Organizations commonly use focus groups are widely used by organizations, e.g., to conduct marketing research to collect opinions from customers about a given company’s products and services (Morgan, 1997; Stewart, Shamdasani, and Rook, 2007). The strength of the focus group method is that it enables the focus group moderator (researcher) to gather a homogeneous group of participants who can easily relate to each other due to similar backgrounds and expertise in a particular field and discuss a topic interesting to the organizational unit (Morgan, 1997). We invited participants by email from, but not limited to, the following titles: project manager, IT manager, application systems developer, product manager, business analyst, and consultant. We included participants from three major New Zealand cities: Auckland, Wellington, and Christchurch (n=17). To recruit qualified participants more effectively and promptly, we approached two professional membership associations and requested to circulate the research invitation to their members. Software New Zealand and Project Management Institute (PMI) are these two associations. Finally, two specific subgroups within the PMI network were utilized to narrow our search scope for qualified participants. They were Project Management Institute IS Special Interest Group (PMI-ISSIG) and Project Management Institute Risk Management Special Interest Group (Risk-SIG). 
Second, we used a Delphi survey to develop our method. The Delphi method has been previously used in IS research by Akkermans et al. (2003), Schmidt et al. (2001), and Keil et al. (1998), for example. A Delphi study involves gathering opinions from a panel of experts in a particular field and trying to achieve a level of consensus from the panel (Linstone and Turoff, 2002). Prior Delphi survey studies reported in the IS literature have been conducted with panel sizes of 23, 10, and 11 (Akkermans et al., 2003; Keil et al., 1998). For this study, fifteen (n=15) was an ideal number of panel members based on their work experience. The members had a minimum of five years of experience and had performed one of the following roles: project manager, business analyst, or technical architect. On average, the work experience on the panel was 16 years. Panel members had also undertaken various roles in their industry, including programming, development manager, information technology (IT) manager, delivery manager, integration consultant, and team leader. Some of the panel members had started as programmers and changed roles to become business analysts and/or project managers over the years. Panel members also included professionals who had developed and delivered projects using various ISD methods, including agile. Lastly, a free-marginal kappa was used to determine the level of agreement among panel members. A free-marginal kappa was selected because the panel members were to choose a particular proportion response, be it risk impact level or the phase affected by a particular risk item (Brennan and Prediger, 1981; Randolph, 2005). A free-marginal kappa was calculated using the online calculator provided by Randolph (2008). 
Third, we conducted an interview study with three companies in Finland during the year 2017, and in this study, the method was evaluated. The study organizations vary from a company that operates as a 
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business-to-business (B2B) conference organizer to a large company operating in the transportation industry to a medium-sized software developer company.  Interviewees were industry and project professionals working on agile ISD projects. We used semi-structured and theme-centered interviews (n=22) to map the views and experiences of the project professionals. Next, we describe the applied research methods. 
 

Table 1. Method Development, Demonstration, and Evaluation Process. 
Cycle Phase Objective Method Developed Artifact Evaluation Outcome 
DSR  Cycle #1 Method Design   Identify requirements risk themes and their underlying risk items and the level of impact for each requirement risk item while adding possible new items by applying focus group interviews and analysis 

Focus group method Weighted requirements risk items  
 

 Demonstrate and Evaluate  
Assess and find consensus on the impact level of requirements risk on ISD projects with the PMI  

Delphi method  Evaluation and improvement of risk items and assessment of impact levels 
DSR  Cycle #2 Method Design  Identify and assess ISD phases most likely affected by each requirements risk item  

Delphi method Requirements Risk profiling   

 Demonstrate and Evaluate   
Find consensus on ISD phases most likely affected by the PMI  

Delphi method  Evaluation and improvement of the risk profiling tool 
DSR  Cycle #3 Method Design Generation of checklists to be used with the method. Delphi method Requirements risk checklists  
 Demonstrate and Evaluate Evaluate the developed method with an interview study with three companies for its applicability and utility. 

Thematic analysis  Proof-of-value for the utility of the method and its applicability to industry projects 
3.2 Focus Group Data Collection and Analysis 

3.2.1 Participant recruitment 

An email invitation that described the research objectives was sent to members through the software New Zealand (NZ) and Project Management Institute (PMI) networks to obtain participants for this research. The same invitation message was also included in the regular e-newsletter published through internal networks. There were about 2,228 recipients in total. One week after the mailing of the first invitation, a second email invitation was also re-sent to the same recipients. The purpose of this repeated step was to promote a higher participation rate. 
Once we had received emails with expressions of interest, we immediately contacted those senders by phone and email and asked questions to see if they would qualify for our research. This was to ensure higher contribution values of the participants to the research outcomes. We asked questions about their work experience in software/IS projects, more importantly, what they had done or were doing in relation to requirements development. To qualify as a participant, they would need to tell us about the projects they had been involved with in the past, explain the key challenges faced with requirements development, and articulate them in detail. We evaluated each participant based on the quality of their responses. Figure 1 summarizes the participant recruitment procedure. 
We received 47 emails with interest and inquiries about this research two weeks after mailing the initial invitation. We assessed the profiles and background information given by each participant individually. 
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This ensured they were qualified participants who would contribute quality input to this research. However, 
after screening all potential participants’ profiles, we discovered that only 35 of them matched the background and experience requirements listed in the project description and were also willing to participate in our research. We then sent another email to those 35 potential participants asking about their current residence and schedule for the next few weeks. Some of the responses, however, needed to be disregarded. After scanning through all feedback emails, we discovered that three senders were based in the United States, and another was based in the United Kingdom. Furthermore, four respondents were considered qualified but could not attend a session in one of the selected cities because they were based in other geographical areas in NZ. Another two eligible respondents could not participate within the chosen time because they had other commitments. 
 

 

72 

   
In specific, we received 47 emails with interests and inquiries about this research two 
weeks after mailing of the initial invitation. We individually assess profiles and 
background information given by each participant. This is to ensure they are the 
qualified participants who should contribute quality inputs to this research. However 
after  screening  all  participant’s  profiles,  we  discovered  that  only  35 of them matches 
the background and experience requirements listed in the project description, and they 
were also willing to participate in our research. We then sent another email to those 35 
potential participants to asking about their current residence and schedule within the 
next few weeks. We hope they can fit nicely into one of three focus groups at the 
selected city, and to ensure each focus group has an equal number of participants.  

2,228 Invitations Sent Through PMI –NZ Networks (ISSIG and Risk-SIG) and Software NZ Networks 
Phase  One 

47 responses expressed interests and concerns to this research  

During initial profile screening, 35 of them were qualified participants according to project description 

25 qualified participants remained  

Second confirmatory email sent to participants with session details 

Phase  Two 

Response Rate: 47/ 2,228 = 2.1% 

12 unqualified participants dropped out  

Another 10 participants unable to attend session 

17 remaining distributed through 3 sessions, Auckland (9), Wellington (4), and Christchurch (4)  

8 participants did not show up 

Figur e 8: Over view of Recruitment  Process 
 

Figure 1: Overview of the recruitment process for the focus group study. 
 
The whole recruitment process took three weeks to complete. The time spent included screening profiles of participants, asking, and answering questions, and organizing focus group sessions. At the end of the process, we had 25 valid responses, and participants were symmetrically distributed across three selected cities. Nine (9) participants were based in Auckland, eight (8) participants were from Wellington, and eight (8) were from Christchurch. Another email was sent to remind all participants one week before the sessions. Following that email, we made an additional phone call two days before the session to ensure they were well-prepared for the session. Each onsite session took about two hours, longer than the normal 90-minute time frame. The focus group in Auckland was successfully conducted. All nine participants showed up, so the attendance rate was 100%. However, the attendance rates for the 



130 Development of an Agile Requirements Risk Prioritization Method: A Design Science Research Study 
 

Volume 44  10.17705/1CAIS.044XX Paper XX   

Wellington and Christchurch sessions were only 50%. We had eighteen (n=17) participants for our focus groups. Table 2 summarizes the focus group participant details. 
 

Table 2: Focus group participants (n=17). 
Title Organization Type 
Senior Systems Engineer #1 International 
Project Manager #1 Local small and medium-sized enterprise (SME) 
Senior Systems Engineer #2 International 
Senior Business Analyst National 
Senior Consultant Local SME 
Managing Director/Developer Local SME 
Software Developer National 
Business Analyst/Project Manager Local SME 
Project Manager #2 International 
Project Manager #3 National 
Project Manager #4 National 
Project Manager #5 International 
Program Support office Test manager National 
Operations Manager International 
ERP Consultant International 
Software Sales and Marketing Manager National 
Project Manager #6 International 
3.2.2 Conducting focus group data gathering 

All focus group sessions were tape-recorded, and the entire dialogues were manually transcribed into verbatim copies. To bring participants into discussion mode, the underlying objective of this research was clearly outlined to participants at the beginning of the session: What sources of risks are involved in the requirements development of a system development project? 
3.2.3 Thematic data analysis 

Thematic analysis was employed as the data analysis method (Braun and Clarke, 2006). Qualitative researchers use thematic analysis to identify and analyze themes across qualitative data collected (Braun and Clarke, 2006). The thematic analysis focuses on producing and applying codes to data and is a special approach to theme development. A core step of thematic analysis is to perform a thematic coding exercise. In this study, open coding was used to assist the coding exercise. A code is a category that manifests the meanings of a particular subset of data; by grouping similar data under relevant codes, the researcher can further aggregate these codes into the main theme. In other words, the theme represents the patterned meanings of the data, and it is strongly related to the research question (Braun and Clarke, 2006). Table 3 shows the six steps of thematic analysis and the application of the steps in this study. 
Encoding software NVIVO 8 was used to generate the initial codes. Similar codes were grouped together to find candidate themes. Four candidate themes emerged from the analysis, and each candidate theme also contained many subthemes aggregated from the texts. However, we discovered that some codes did not seem to fit into candidate themes or subthemes. Therefore, we temporarily placed them into a different 
theme called “miscellaneous” to review them later (Braun and Clarke, 2006). Reviewing candidate themes ensured that each candidate theme matched the meanings of its embedded codes and that all candidate themes could accurately depict a meaningful story from the data set (Braun and Clarke, 2006). We scanned through the details of all candidate themes and concluded that they were “real themes” and of significant value, as our data had shown they could well represent the types of requirements risk in ISD projects. We also assessed each theme to ensure there was no overlap so that each theme could be clearly distinguished from the others. A common guideline in revising themes is that by looking at the 
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heading of each theme, the researcher can clearly describe its meaning in less than two sentences (Braun and Clarke, 2006). Consequently, the headings of four themes were refined to Requirements Identity, Requirements Volatility, Requirements Complexity, and Requirements Integrity.  
 

Table 3. Thematic analysis process and implementation in this study based on (Braun and Clarke, 2006). 
Name of Step Implementation of the step in this study 
Becoming familiar with the data set Transcribe focus group discussions. Thoroughly read through all focus group data and create initial analytical interests and thoughts about the data. 
Generating initial codes Identify interesting features of the focus group data as they occur to the researcher and encapsulate meanings with codes. Assimilate similar data into relevant codes. 
Searching for themes Group similar codes together according to their similarity. Use themes to represent the shared meanings of these codes. 
Reviewing themes The key task in this phase is to produce a thematic map of the analysis, which involves checking the representativeness of the generated themes for the given codes. It also checks the consistency of all themes to see if they are 

portraying the “full story.” 
Defining and naming themes Revise and rename themes to avoid ambiguity and misunderstanding so that readers can clearly understand the phenomena under investigation. 
Producing an analysis report The task for this phase is to produce comprehensive reports showing the final analysis results, along with justifications on how these results relate back to the research objective and literature. 
3.3 Delphi Data Collection and Analysis 

The development of requirements risk profiles was based on a Delphi study. A Delphi study involves gathering opinions from a panel of experts in a particular field and trying to achieve a level of consensus from the panel (Linstone and Turoff 2002). Information supplied by the panel members is shared among the panel members. However, the individual panel members are not identified when sharing the information. This anonymity allowed panel members to voice their opinions and reasoning safely without being labeled or the target of peer pressure. While Delphi involves a panel of experts to gather the necessary information for addressing the research problem, it is not until a reasonable consensus has been reached with responses from the panel that the Delphi process is complete. To achieve this consensus, it is necessary to gather the information supplied by each panel member, analyze the information, summarize it, or return it with initial results to the panel members for additional feedback. This process is repeated until the responses are similar and an agreement or consensus among the panel members is reached. It is crucial that while the process is repeated, none of the feedback received is identified as being supplied by a particular panel member. This anonymity is important in Delphi studies as it allows all members to provide their opinions without pressure. 
The Delphi study was carried out in two main rounds. Each round included three iterations. The focus of Round 1 was to understand the level of impact each risk item can have on an ISD project. The focus of Round 2 was to understand which phase was most likely to be impacted by the risk item and any other phases that were also likely to be affected. Most Delphi studies start with an explicit brainstorming round. In this study, the risk item used to gain agreement from the panel members was sourced from the focus group interviews. The identified risk items were developed based on the focus group study described in the previous section. Generally, Delphi studies aim to get a level of agreement among panel members on the topic or issue being discussed or explored. In this study, a free-marginal kappa was used to determine the level of agreement among panel members. A free-marginal kappa was selected because the panel members were to choose a particular proportion response, be it risk impact level or the phase affected by a particular risk item (Brennan and Prediger 1981; Randolph 2005). A free-marginal kappa was calculated using the online calculator provided by Randolph (2008). We report the details of the data analysis, including the kappa values, in the demonstration and evaluation section. 



132 Development of an Agile Requirements Risk Prioritization Method: A Design Science Research Study 
 

Volume 44  10.17705/1CAIS.044XX Paper XX   

3.4 Interview Study and Analysis 

Researchers conducted the interview study in 2017. The data was collected with semi-structured theme-centered interviews and analyzed with thematic analysis. Analyzing data provided a comprehensive description of industry professionals’ opinions, views, and experiences testing the method. A total of 22 professionals working with agile ISD were interviewed. The primary focus of the studies was to collect knowledge from the professionals on how this method could be used and developed and how they see that the risk lists can be extended.  
The studied organizations vary from small and medium companies to large corporations. The study contexts are summarized in Table 4. The small company #P operates in more than ten European countries in the B2B conference business. They organize more than 100 major events annually and over 100.000 meetings with several thousand solution providers (company #P). The medium-size software company (company #M) is based in Finland and employs several hundred IT consultants in major Finnish cities. They primarily work with industrial manufacturing companies locally. The third company (company #K) is a large Finnish corporation operating in the transportation industry. The company manages large infrastructure and construction projects and other development projects. The company had 8600 employees, and the turnover was 1.2B€. During the study, the companies did different types and sizes of agile ISD projects in several industry areas. Interviewees were industry and project professionals working on agile ISD projects. Two companies followed the agile approach in their software development and used Scrum practices (companies #P and #M). The third company described its ISD process as agile and incremental: the new features are specified, implemented, and installed in releases, each containing a predefined set of features (company #K). Due to the confidentiality agreements with the participating companies, we are not permitted to provide further details about the companies or the demographics of the interviewees. 
 

Table 4. Summary of study contexts and the collected data. 
Study organization Project context Data collection 
Small conference organizer (company #P) An agile software project (Scrum) on 

customers’ self-service channel Eight semi-structured interviews 
The medium-sized software developer (company #M) Several agile (Scrum) software projects Nine semi-structured interviews 
Large transport corporation (company #K) Agile, large infrastructure and construction projects, and other development projects 

Project specification workshop observations, five semi-structured interviews 
 
The researchers analyzed the collected qualitative data with thematic analysis - with an inductive approach - to analyze the research data and provide a comprehensive description of professionals’ views about the method. The data sets, i.e., the interview transcripts, were analyzed using criteria for artifact evaluation (Prat et al., 2015). The evaluation taxonomy comprises five meta-level criteria: goal, environment, structure, activity, and evolution. We applied two of meta-level criteria for our study: goal and environment. These two criteria are summarized in Table 5. The goal describes how the artifact achieves its goal in a real situation, works correctly, and measures the value of achieving it. It also describes feasibility from the technical, operational, and economic points of view and defines the generality of the artifact. The goal criterion is divided into four categories: goal attainment, utility, feasibility, and generality. The goal attainment, in turn, is divided into efficacy, effectiveness, and validity subcategories. In addition, the feasibility criterion is divided into technical, operational, and economic feasibility subcategories. The environment criterion focuses on the artifact's coherence with people, organization, and technology. The taxonomy divides the environment criterion into three subcategories: people, organization, and technology. People subcategory has four subcategories: usefulness, ease of use, ethicality, and absence of side effects. Organization has two subcategories: alignment with business and absence of side effects. Technology has two subcategories: fit into technical IS architecture and alignment with IT innovation, and absence of side effects. 
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Table 5. The applied evaluation taxonomy, adapted from (Prat et al., 2015). 
Meta level criteria Detail level criteria 
Goal 1) Goal attainment, 2) utility, 3) feasibility, and 4) generality 
Environment People: 1) usefulness, 2) ease of use, 3) ethicality, and 4) absence of side effects Organization: 1) Alignment with business, and 2) absence of side effects Technology: 1) Fit into technical IS architecture and alignment with IT innovation and 2) absence of side effects 
4 Developed Artifacts 

4.1 Risk Items 

The focus group analysis results are presented in Table 6. The risk items were extracted from the focus 
groups for each theme: “identity,” “volatility,” and “complexity”. The themes and the risk items are elaborated on below. 
 

Table 6. Requirements risk items identified in the focus group interviews. 
Requirements Identity Risks Volatility Risks Requirements Complexity Risks Requirements Integrity Risks 
Conflicting requirements Emerging requirements dependency Access to clients Fixed budget and deadline 
Compliance with external regulations Change in external regulation Communication medium Lack of requirements review 
Misunderstood business needs Underestimate the magnitude of changes Constrained by users’ knowledge Original source of requirements 
Incorrect stakeholders Technology changes Knowledge gap between coworkers  
Absence of project sponsor Change in business strategy and direction Lack of collaboration  
Ambiguous requirements Emerging requirements dependency Negative perception  
Client commitment Unrated requirements Translation of conceptual requirements to detailed specification 

 

Hostile users Project team member turnover Verbal precision  
Delivering what the client needs    
Omitted requirements    
 
For Requirements Identity, having clearly defined requirements would not only lay a solid foundation for 
subsequent development efforts but would also ensure that the proposed system matched clients’ expectations to achieve higher customer satisfaction. In following are examples of 1) ambiguous requirements, 2) delivering what the client needs risk, 3) incorrect stakeholders, and 4) hostile users items: 
1) “One of the risks in requirements is they’re vague. They are not very well defined. They can be 
interpreted in multiple manners.” - Senior Project Manager 
2) “That’s why you need to understand who the real user is in a broader sense so that you are 
delivering exactly what is needed as opposed to what was asked for” – Project Manager. “On time, to 
budget, and scope, that’s the definition of what the customer said they wanted.” – Project Manager 
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3) “Identify the right stakeholders, and all the stakeholders as well, not just the ones that you think 
might be important” Business Analyst/ Project Manager.  
4) “I’ve been experienced with hostility, but it’s more operational level people busy with day-to-day 
activities... because we are taking too much of their time during the day” –Business Analyst/ Project Manager 
For Requirements Volatility, requirements can easily change for a range of reasons. One typical example concerning requirement dynamics is the change of business strategy and direction (changing business strategy and direction risk item): 
“A change in business strategy and direction represents a radical change to the project. It can significantly impact the requirements that were previously defined.” –Business Analyst/Project Manager 
Concerning Requirements Complexity, requirements are essentially complex because they must be effectively communicated and understood across different entities. For example, end-users have to communicate what they want as requirements to the development team. Those requirements also need to be shared and understood by different development team members to produce artifacts that satisfy end 
users’ wants. As more people are working collaboratively to develop the system, the communication process can easily go wrong and become unmanageable (communication medium risk item): 
“Soon, they use rational rules, visit the management agency… they say rational rules and UML are the requirements for modeling language, now, two months into the project, customers thought it would satisfy 
the communication needs, and it didn’t. It is useless....” –Senior System Engineer #1 
However, our focus group results also emerged a new risk dimension, Requirements Integrity. We see that this dimension extends Mathiassen et al. model's (2007) risk dimensions, and the found requirements risk items did not match the dimensions described above. We define this emerging new risk dimension as follows.  
Integrity risk measures the completeness and accuracy of the requirements elicited from end-users. These issues were related to the lack of requirements review and not understanding where the requirements originated. Furthermore, the results show that setting a fixed budget and deadline for a given project can limit the time spent on requirements gathering and thereby restrain requirements from being fully captured.  In following are examples of the fixed budget and deadline risk item: 
“..they decide on the due date before even defining the requirements. And then everything else somehow 
cascades in trying to meet the due date. ” – Project Manager #1 
“To squeeze upfront, to short notice, what happened is you miss requirements, badly written, all matters of 
things” – Senior System Engineer #2 
In addition, here are examples of the lack of requirement review risk item: 
“But in a big project where you have a million lines of code, having some sort of tools that can trace original ideas back to particular test procedures is very, very important. And checks all changes if you update the requirements, you can trace all the way through, who says what, why, when, and how much it 
cost” –  Senior System Engineer #2 
Finally, here is an example of the original source of the requirements risk item: 
“This comes back to your point of requirement. Requirements are such a diverse range of things. Range from huge requirements documents written by, who knows, with what level of qualification, you got no idea, to the other end you actually sit down with customers to define the requirements” – Project Manager #3 
Next, a Delphi study was carried out, which started with 29 risk items identified in the focus group interviews. We also asked each panel member to indicate risk levels. The impact levels of interest were high, medium, and low. Panel members were also provided the opportunity to add additional risk items if 
they felt that certain requirements’ risks were being left out of the study. However, they were only allowed to do so if they considered the risk requirements related.  There were 14 risk items that the majority of panel members agreed on with regard to the impact these risk items can have on ISD projects. The responders also added five risk items. These are summarized in Table 7. 
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Table 7. Requirement risk items added by panel members. 
Requirement Risk Items Description Provided by Panel Members 
Key team members are not compensated adequately Key team members can be pressured to work additional hours to meet timeframe expectations 
Team conflict Conflict develops amongst team members who need to work together 
Quality of testing Time or other pressures create gaps between the testing time needed or planned and the time spent testing 
Gap between actual project status & status reported Normally done by those who report a different status from the actual one due to their belief that time will be made up and the gap will go unnoticed 
Gap between skills needed and resourced Poor fit between skills needed and those recruited 

4.2 Risk Profiles 

Next, we asked the panelists to connect risk items to general ISD phases and identify the activity most likely affected by a risk item. These results are summarized in Table 8. For this study, three main activities of an ISD project were considered: requirements, design, and implementation. Only the risk items for which the panel reached an agreement regarding the impact on an ISD project were included. 
 

Table 8. Risk profiling. 
Requirements Specific Risks Impact Design Specific Risks Impact Implementation Specific Risks Impact Risks Affecting All Phases Impact 
Absence of project Sponsor High Missing requirements High Hostile users Medium Ambiguous requirements High 
Access to clients (proximity to source) 

High Delivering what the client requires 
High Project team member turnover 

Medium Unrated requirements High 

Incorrect Stakeholder High Compliance with external regulations 
Medium Client commitment High 

Misunderstood business needs High Conflicting requirements Medium Change in external regulations Medium 
Change in business strategy and direction 

Medium Emerging requirements dependency 
Medium Underestimation of change magnitude Medium 

Constrained by 
users’ knowledge Low Knowledge gap between coworkers 

Medium Fixed Budget and Timelines Medium 

Lack of collaboration Medium 
Technology changes Low 

4.3 Activity-specific Checklists 

Checklists for the requirements, design, and implementation activities were constructed (Tables 9, 10, and 11, respectively) next. The checklists can be used in projects to determine risk exposure. As there may be other risk items that have not been captured in this study, the risk lists can be extended by the person using them based on their experience and knowledge. The 23 risk items provided here provide a baseline for the project risk profiling exercise. 
Table 9. Requirements activity-specific checklist. 

Requirement Risk Risk Type Project is/can be exposed? 
Absence of Project Sponsor Identity  
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Access to Clients (Proximity to Source) Complexity  
Ambiguous Requirements Identity  
Change in Business Strategy and Direction Volatility  
Change in External Regulations Volatility  
Client Commitment Identity  
Constrained Users’ Knowledge Complexity  
Fixed Budget and Timelines Integrity  
Incorrect Stakeholder Identity  
Misunderstood Business Needs Identity  
Underestimation of Change Magnitude Volatility  
Unrated Requirements Volatility  

Any other risks that could affect the design and implementation 
 Table 20. Design activity-specific checklist. 

Requirement Risk Risk Type Project is/can be exposed? 
Ambiguous Requirements Identity  
Change in External Regulations Volatility  
Client Commitment Identity  
Compliance with External Regulations Identity  
Conflicting Requirements Integrity  
Missing Requirements  Identity  
Delivering What the Client Requires Identity  
Emerging Requirements Dependency Volatility  
Fixed Budget and Timelines Integrity  
Knowledge Gap between Coworkers Complexity  
Lack of Collaboration Complexity  
Technology Changes Volatility  
Underestimation of Change Magnitude Volatility  
Unrated Requirements Volatility  

Any unresolved risks from requirements and risks that could affect the implementation 
 

Table 13. Implementation activity-specific checklist. 
Requirement Risk Risk Type Project is/can be exposed? 
Ambiguous Requirements Identity  
Change in External Regulations Volatility  
Client Commitment Identity  
Fixed Budget and Timelines Integrity  
Hostile Users Identity  
Project Team Member Turnover Volatility  
Unrated Requirements Volatility  
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Underestimation of Change Magnitude Volatility  
Any unresolved risk items from design and requirements 

4.4 Agile Requirements Risk Prioritization Method 

The developed agile requirements risk prioritization method is summarized in Figure 2. The method provides three elements to accomplish risk requirements prioritization. Our method assumes iterations between requirements, design, and implementation activities. The requirements risk analysis and resolution layer is similarly based on iterations between three key elements: identifying risks, assessing the risk profile, and intervening. Below we elaborate on these elements and link our findings and the previous literature. 
Like Mathiassen et al. (2007), we propose that the number of risk items faced by the ISD project and the impact each risk item causes on the project should play a significant role in the project's risk profile. Our method assumes that the profiling effort begins with identifying risks with the developed checklists (Tables 9-11), following what Persson et al. (2009) presented with their literature synthesis. The analyst can recognize the requirements-related risks that affect or impact the project by applying the checklists. The project manager or analyst attempting to profile the project risk should also identify the risks the project faces or is likely to face when the project profiling exercise is being carried out. The person can utilize one of the three checklists for this purpose. Each of the checklists contains risk items that are most likely to affect the requirements, design, and implementation activities of an ISD project. 

 Figure 2: Agile Requirements Risk Prioritization Method. 
 

Table 12. Requirements risk resolution patterns. 
1. If identity risks are high, put a high emphasis on discovery techniques 
2. If integrity risks are high, put a high emphasis on prioritization techniques. 
3. If volatility risks are high, put a high emphasis on experimentation techniques. 
4. If complexity risks are high, put a high emphasis on specification techniques 
5. If three or more risk items are high, follow the above sequence of applying techniques (1 to 4). 

 
As the ISD project progresses, the evaluator of the project risk profile should consider the number of risk items occurring in the project. In Table 7, we have depicted the perceived risk impact for different phases in projects. Similarly, as with the original contingency-theory-based risk management model (Mathiassen 
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et al. 2007), we assume that there can be several requirements risk categories marked “high” simultaneously. In this situation, we follow the interaction proposition: adopting a requirements development technique can require compensating actions to reduce the adverse effect on risks other than the ones targeted by the technique. Thus, when several requirements risk categories are marked “high,” we suggest first inspecting which of the requirements risk resolution patterns is in a recommended priority proposition. The technique categories (discovery, prioritization, experimentation, and specification) are considered the same, as Mathiassen et al. (2007) argued. Mathiassen et al. (2007) listed 85 different requirements risk resolution techniques categorized into discovery, prioritization, experimentation, and specification groups. This list is not considered exhaustive, but it still provides an extensive review of a range of techniques available for requirements risk resolution (see Appendix A for details). The priority proposition has been amended to include integrity risks linked to prioritization techniques. 
We also see that it is helpful to consider portfolios of such patterns to apply the risk resolution patterns.  For this purpose, we need to define different risk profiles. Table 13 summarizes these sixteen project profiles that can be used with the developed method and the five requirements risk resolution patterns. We should also understand how you can use the risk profiles to guide the transition between high, medium, and low-risk resolution portfolios. Figure 3 below depicts this process. The process starts by determining which risks the project is exposed to. Based on the risks exposed, a risk profile for the project in the current phase is determined. While the project is in that phase, more active monitoring of the risks and resolution techniques to facilitate risk profile transitions will occur. The project should also be actively monitored for any new risks. If it is determined that the project is exposed to new risks, the risk profile is re-assessed. Accordingly, the risks the project is exposed to are re-assessed when the project moves on. The project continues with the same risk profile if there are no new risks. Finally, if there are new risks or some risks have been mitigated, then the project's risk profile is re-assessed. 
 

Table 43. Project risk profiles. 
Profile Description Risk resolution 
#1 Profile 1 has all requirement risk types as high. Focus on discovery techniques to reduce some of the identity risks faced in the project. You should also utilize parallel experimentation and specification techniques to avoid adverse effects on the other risk categories. 
#2 Profile 2 is like profile 1, except the project is not expecting, or has not faced, any integrity risk issues with requirements. 

Focus on identity risks. You should consider using discovery techniques and specification techniques to reduce the overall risk profile of the project. 
#3 Profile 3 is like profiles 1 and 2, except projects in this profile do not face or have not yet faced requirements complexity risk issues. 

Focus on identity, volatility, and integrity risks. You should consider using discovery techniques along with experimentation and specification techniques to reduce the overall risk profile of the project. 
#4 Profile 4 is like the above profiles, except the requirements are not seen as unstable. Focus on discovery and specification techniques, which will help to reduce the overall risk profile of the project. 
#5 Profile 5 has a reduced impact on the project due to identity risks. Focus the other three requirement risk categories that are causing or potentially have a high impact on the project. Use prioritization and experimentation techniques to reduce the overall risk profile of the project. 
#6 Profile 6 represents projects that are not anticipating requirements complexity and have not yet encountered integrity issues. 

The focus on discovery techniques and experimentation to reduce the overall risk profile of the project. 
#7 Profile 7 represents projects facing, or have the potential to face, identity and complexity risks associated with the requirements. 

Focus on discovery techniques to develop client relations and engage in experimentation to reduce the overall risk profile of the project. 
#8 Profile 8 represents projects that are facing requirement identity and integrity risk issues Focus on discovery techniques and engage in specification techniques to remove inconsistencies in the requirements and to reduce the overall risk profile of the project. 
#9 Profile 9 represents projects that face volatility and integrity requirement risks. Focus on prioritization and experimentation techniques to resolve the risks and to reduce the overall risk profile of the project 
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#10 Profile 10 represents projects that should determine requirements for successful project delivery. 
Use prioritization techniques to reduce the overall risk profile of the project. 

#11 Profile 11 represents projects that face unstable requirements. Focus on prioritization and experimentation techniques. In addition, specification activities also should be carried out to reduce the overall risk profile of the project. 
#12 Profile 12 represents projects facing a high degree of ambiguity issues with requirements. Focus on discovery techniques to reduce the overall risk profile of the project. 
#13 Profile 13 represents projects still facing issues with the stability of requirements. Focus on experimentation techniques. You should also focus on specification techniques to keep integrity issues manageable and to reduce the overall risk profile of the project. 
#14 Profile 14 represents projects with complexity issues. Focus on prioritization techniques to reduce the overall risk profile of the project. 
#15 Profile 15 represents projects that have inconsistencies in the requirements. Focus on discovery and specification techniques to reduce the overall risk profile of the project. 
#16 Profile 16 represents projects that have successfully utilized various risk resolution techniques that do not adversely affect requirement risks in all four categories. 
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Figure 3:  Transition Process Between High, Medium, and Low-Risk Profiles. 

5 Demonstration and Evaluation 

5.1 Risk Items 

The risk items were collated and supplied to the Deplhi study panel to evaluate the results. The panel members were informed that they could change the impact level they assigned to a particular risk item if they agreed with the majority of the panel members (if they had not done so) or wanted to change the impact level based on the feedback received. Panel members were also encouraged to provide additional feedback. To include these additional risk items in the study period, it was necessary for panel members 
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to agree upon whether the risk items could be considered as requirements risks and, if so, the type of requirements risks. 
Next, a summary survey was initiated to study whether the panel members agreed with the view perceived as the panel’s message. The results showed that by treating both “strongly agree” and “agree” as separate responses, there was fair agreement (free-marginal kappa = 0.343915) among the panel members. But by treating the responses from panel members who indicated that they agreed and panel members who indicated that they strongly agreed to mean that the member agreed with the perception, there was near-perfect agreement among the panel members (free-marginal kappa = 0.86665). 
The responses also showed that some of the panel members had chosen to change the impact perceptions of some risk items, resulting in six additional risk items now showing that a majority of panel members agreed on their impact perceptions (one risk item perceived as causing a high impact, five risk items perceived as causing a medium impact). Panel members were asked whether they agreed with the impact perceptions, similar to how they were solicited in the summary round in Round 1. The responses indicated that the panel agreed upon the impact perception (free-marginal kappa = 0.714285). The risk items identified in Table 14 above provide the list of risk items and their impact perceptions upon which panel members agreed. 

Table 54. Impact perception agreed upon by the panel. 
Impact to ISD Project Requirement Risk Items 
High 1. Absence of project sponsor  2. Access to clients 3. Ambiguous requirements 4. Client commitment 5. Delivering what the client needs 6. Incorrect stakeholder 7. Missing requirements 8. Misunderstood business needs 9. Unrated requirements 
Medium 10.  Change in business strategy and direction  11.  Change in external regulations 12.  Compliance with external regulations 13.  Conflicting requirements 14.  Emerging requirements dependency 15.  Fixed budget and deadline 16.  Hostile users 17.  Knowledge gap between coworkers 18.  Lack of collaboration 19.  Project team member turnover 20.  Underestimation of change magnitude 
Low 22.  Constrained by users’ knowledge 23.  Technology changes 

5.2 Risk Profiles 

A Delphi survey was initiated to evaluate if panel members agreed with the earlier results of constructing the risk profiling guideline. The combined responses for both “strongly agree” and “agree” regarding the choice requirements risks that affected the requirements, design, and implementation activities of an ISD project were near-perfect agreement among the panel members (free-marginal kappa = 0.999999). The results from the survey also suggest that even though certain risk items have been perceived and agreed upon by panel members as most likely to affect a particular phase of ISD projects, the risks can affect any activity of an ISD project if they are not appropriately managed. The panel members’ views on this, when 
considering both “strongly agree” and “agree,” showed near-perfect agreement (free-marginal kappa = 0.999999). The panel could not agree on the activities most likely affected by the remaining six risk items. 
Therefore, for these six risk items, based on the panel’s agreement with the statement that “a risk item that has not been identified, or that has not been properly addressed in a timely fashion, can affect any activity of the project,” we concluded that these six risk items could potentially affect any activity. 
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5.3    Method 

Finally, in the interview study with three companies evaluated the method’s applicability and utility. This step examined how requirement risks are managed in IS projects and how the developed method is applicable for prioritizing requirement risks. Our study focused inductively on two meta-level criteria: goal and environment. These two criteria were then used to evaluate the developed method. The entities describing the goal and environment criteria were mapped hierarchically, after which the suitability for the subcategory criteria was mirrored. Table 15 summarizes the analysis, indicating strong support for the utility of the developed method (cf. goal criteria) and its applicability to ISD projects (cf. environment criteria). Below, we depict, in more detail, how the interviewees perceived the method to support the risk identification process and help to identify and manage risks that might otherwise be overlooked. 
 Table 65. Method evaluation results. 

Evaluation Criteria Total  Count 
Goal 41   
  Generality 20 
  Goal attainment, Validity 17 
Environment 56   
  People 20 
  Organization 26 
 
The goal/generality criterion was used most in examining the study results. The studies examined how extensively and generally the method can be used in various development projects. Responses varied 
widely for and against. Interviews were widely influenced by the interviewees’ experience and work history. Some respondents saw the method as a good part of risk management and found it useful in rapidly changing environments. The method’s checklists were seen as a complete and accurate overview of possible requirements-related risks. Interviewees from company #M felt that the method was a suitable tool for a beginner, while some felt that it was very well suited as a tool for risk analysis that helps to identify risks that are not usually addressed enough in projects. The interviewees commented on the findings of the case studies:  
“The case study suggests that the requirement prioritization method was applicable in the case project arrangement. The requirements risk analysis and prioritization based on the risk tables was found meaningful for evaluating the risks associated with requirements.” Interviewee (company #K)  
“Results suggest that the method indeed would help its user to focus on topics that might have otherwise 
been ignored or forgotten..” Interviewee (company #P) 
Environment/people provided a view that the method was seen more as a communication tool that could help to share knowledge between different stakeholders. However, it was also pointed out that it needs to cover risk relations so that people in different roles understand concepts similarly (interviewees from company #P) and that experience is the key value when defining risk items (interviewees from company #M). 
“If I would have to explain to a decision-maker what is wrong, this could be an eye-opener that which issues are related... This is not really recognizing risks, but more communicating them through a known model to someone who is not familiar with the whole development process.” – Interviewee (company #P) 
“When you read these [risk items] from a checklist, you probably recognize things in a different way as 
you do not know yet how to make it based on experience.” – Interviewee (company #M) 
Environment/organization criteria presented information that the method can support identifying and prioritizing the risks on a high level. Still, the interviewees from company #M told us that the more precise prioritization and finding resolutions to the risks were seen as important, also practical experience and consideration of the project-specific characteristics. The method was also seen as a useable tool that can 
be implemented as part of the organization’s project toolbox: 
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“Method’s framework could be added to project toolbox for project risk management or requirements 
management purposes.” – Interviewee (company #K) 
The goal/goal attainment/validity criteria fit the goal of the research questions to determine whether the method is a suitable tool for requirement management and how well it achieves defined goals. The interviewees from company #K agreed that the method was useful in bringing structure to analyzing the risks related to project requirements, which was considered valuable by all interviewees. 
“Maybe it does [bring up new risks associated with requirements]. Because it is good that there are prepared risks to consider. Our approach has been when making a risk table, that we start to think about the risks from the scratch. And then the risks will always be the sufficiency of resources and so forward.” – Interviewee (company #K) 
Finally, interviewees from company #M stated that the method was also valuable for detecting and prioritizing several requirements management-related risks. It can help collect and maintain the necessary knowledge to produce quality project work.  
“I would say that this all is very useful when thinking about our projects. … We do have the knowledge, 
but it would be good to also concretize and maintain it.” – Interviewee (company #M) 
6 Implications for Research and Practice  

The study contributes to the literature in several ways. In the literature, general-purpose requirements risk prioritization methods, e.g., Mathiassen et al. (2007) or Hickey and Davis (2004), offer ways to integrate the requirements prioritization into the plan-driven structured ISD methods. However, while researchers have highlighted the need to prioritize requirements (Matook and Maruping, 2014) and thus consider the related risks, the literature does not offer many agile requirements prioritization methods. The available methods are often tailored to a specific agile ISD method, like SCRUM (Racheva et al., 2010) or automotive software-based tools to assist in categorizing and managing the requirements-related risks (cf., e.g., Achimugu et al., 2016). Furthermore, the agile requirements prioritization literature typically treats risks as highly general. For example, Racheva et al. (2010) define risks as something caused by a 
requirement’s implementation, but they do not define what this might be. The literature considers the requirements risk as a more versatile concept.  Moreover, the literature often focuses on what value agile requirements prioritization offers for the customer to guide the prioritization efforts. The value of the requirements (for a business, e.g.) is estimated during agile ISD, and requirements are prior itized accordingly. Our study offers a risk management-based approach for agile requirements prioritization, complementary to the business value approach. 
Our study also extends and tests Mathiassen et al.’s (2007) conceptualization of the requirements risk resolution model. Mathiassen et al.'s (2007) model consists of eight permutations of project profile states to describe the use of the model and four risk resolution heuristics. Our model consists of sixteen project profiles as we add a requirements risk category and a corresponding risk resolution heuristic: we argue for the need to recognize integrity-related requirements risks and apply prioritization techniques to mitigate 
these. The original model by Mathiassen et al.’s (2007) was developed based on a systematic literature review. Our study offers an evaluation of the original study, which led to the further development of the model, but also to the development of an agile requirements risk prioritization method. 
Our method is also relatively unaffected by the underlying ISD methods used in specific agile projects. We see that our method can be used in projects that use traditionally structured ISD methods, agile methods, or combinations of both (e.g., (Niederman et al., 2018). Our method recognizes that the contemporary ISD can often be characterized as continuous development (Gall & Pigni, 2022). For this purpose, our method proposes two key aspects important for practice regarding requirements risk management. First, the risk profiling should be continuous, and we should be able to identify current requirements risks, assess the overall situation, update the risk profile for the project, and finally intervene by using suitable risk resolution techniques. Second, our method also proposes that in continuous development, we can recognize three important emphasis areas of ISD: requirements, design, and implementation. When applying agile ISD methods, we realize that the distinction between the phases is blurred. However, we still argue that, based on the previous literature, ISD projects have a different emphasis on activity during the project life cycle, regardless of the ISD method or methodology applied. 
Our study also makes a methodological contribution to the DSR literature. We offer an example of how to apply the DSRM for conducting a DSR project in several cycles. The applied cyclic DSRM can be used in 
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other method development projects or any DSR projects that require several iterations of the DSRM. Tuunanen and Peffers (2018) offer a similar approach for design principle and design theory development purposes. Our approach also follows Ågerfalk and Karlsson (2020), and we seek to make an artifactual contribution. Our method is developed based on a contingency theory to manage risks (Barki et al., 2001; Mathiassen et al., 2007), which is instantiated in the risk resolution patterns. Thus, while our method is based on the contingency theory, we do not seek to develop a design theory but instead a method artifact. Furthermore, we also present a way other researchers can follow to evaluate an artifact. We apply Prat et 
al.’s (2015) taxonomy of five meta-level evaluation criteria to evaluate our method: goal, environment, structure, activity, and evolution. The evaluation was inductive. We started with the meta-level criteria, and then with the result of three studies with IS developer companies, we found that the industry practitioners offered strong support for the utility of the developed method (cf. goal criteria) and its applicability to ISD projects (cf. environment criteria). This contributes to the DSR methodology. The perceived view in the DSR literature (e.g., Peffers et al., 2007) is that the evaluation criteria should be set before evaluating the artifact. In contrast to this view, our study inductively analyzed the interview data using a meta-level and found more specific evaluation criteria during the analysis process. In addition, our study depicts how to use the Delphi method (Keil et al., 1998; Linstone and Turoff, 2002) in a DSR project for data collection and analysis. 
Our work contributes to practice in several ways.  Our findings show that the method helps to focus on previously ignored topics, but it requires a deep understanding of IS projects, system development, and the organizational environment. The method also is most beneficial at the beginning of the project or development iteration, and our study participants suggested to use as a communication tool in agile development. Furthermore, the checklists were valuable for highlighting key issues, but it was seen as good that the method suggests assessing risks outside the checklists. The method helped detect and prioritize several requirements management-related risks, and the checklists contained a complete and accurate overview of possible requirement-related risks. Our participants thought the method fits well with agile projects' rapidly changing environments and workflows and is easy to learn and use. In addition, the method was perceived as especially useful for less experienced project managers. The requirement risk analysis approach was also found to be novel by the study participants. We have also included a way to follow the risk profile of the project (Figure 3), which can help practitioners further understand how risks dynamically evolve during an ISD project. Finally, our work allows practitioners to prioritize the overall requirements-related risks for agile ISD projects. For this purpose, the method is grounded in the literature yet was developed together with industry professionals. Our method proposes four different requirements risk categories (identity, integrity, volatility, and complexity). Our method also provides practitioners with easy ways to apply guidelines in practice. 
7 Concluding Remarks and Limitations 

This paper proposes an agile requirements risk prioritization method for ISD based on the literature on contingency-based risk management and identifying and mitigating requirements risks. Our paper contributes to the literature by developing a method that 1) provides a requirements risk item list, 2) a guideline for project risk profiling, 3) how to prioritize the use of requirements risks resolution techniques, and 4) finally, the requirements risk prioritization method for agile ISD that the practitioners can use. We developed the method together with industry professionals in Finland and New Zealand. The study applied the DSRM (Peffers et al., 2007) to structure and guide the research process.  
Although we strived to conduct a rigorous and well-planned DSR study, we recognize some limitations. For example, the number of participants in the Delphi study could have been larger to improve the generalizability of the results. However, we were satisfied that the number of participants was in line with the previous literature that has applied the Delphi method in IS research (Akkermans et al., 2003; Keil et al., 1998). Thus, we do not consider this a significant limitation of the study. Similarly, it would be interesting to conduct several case studies in parallel in a particular industry context in future research to see how this would enhance or change the results. This would, however, require substantial resources to run the study, as running Delphi studies is a very laborious research activity.  
We also note that we have not focused on risk resolution techniques with this study. Moreover, we built on the previous research on this (Mathiassen et al., 2007). However, during this study, we did not see any compelling reasons to extend the scope of the study in this direction. The industry participants did not report any significant need for developing new risk resolution techniques. Still, they were more interested in the requirements risk prioritization aspects and the impact of requirements risks on a project. 
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Mathiassen et al. (2007) report many different requirements risk resolution techniques (cf. Appendix A). The list provides ample resources for the practitioners to choose techniques. Our method provides guidelines for how to do this in practice.  
We also recognize that our method has not yet been fully tested. However, we have evaluated the method's proof-of-value (Nunamaker et al., 2015). However, we are currently working on a research project with a major multinational company to apply the developed method in real-world ISD projects to gain proof of use (Nunamaker et al., 2015) and further develop the method. We also call for further application of the method in different industry contexts to give more evidence of its utility and applicability. We look forward to doing this soon and investigating how the method applies to different domains of ISD, like DevOps, but also to see how different agile ISD methods impact the method’s efficacy for requirements risk prioritization and whether it needs to be altered to accommodate different contexts where the method is applied. 
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APPENDIX A: Requirements Risk Resolution 

Requirements risk resolution techniques and categorization, adapted from (Mathiassen et al. 2007) 
Name Specification Experimentation Discovery Prioritization 
Affinity technique   *  

Aspect mining in requirements specification   *  

Attributed goal-oriented analysis *  *  

Behavior analysis *  *  

Box structure specification and design *    

Brainstorming   *  

Business information analysis and integration 
technique 

*  *  

Business process planning (BSP) *  * * 

Card sorting   * * 

Cognitive mapping   *  

Contextual design *  * * 

Cooperative prototyping  *   

CREV *  *  

CREWS *  *  

Critical success factors   * * 

Data flow diagram *    

Decision analysis   *  

Delphi method   * * 

Deriving requirements from the existing 
system 

  *  

Domain-specific modeling *    

EasyWinWin   * * 

Email/bulletin board   *  

Ends/means analysis   *  

Entity-relationship modeling *    

Facilitated team   *  

Focus group   *  

Future analysis   *  

Goal modeling-oriented requirements 
elicitation 

*  *  

Goal-oriented approach *  *  
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Group support systems and strategic business 
objectives 

  * * 

Guided brainstorming   *  

Human, social, and organizational 
requirements elicitation 

  *  

Inquiry cycle model – structure and describe 
requirements discussions 

*  *  

Joint application design  * *  

KAOS *    

Laddering   *  

Lyee *    

Machine rule induction *    

Marketing and sales   *  

MIS intermediary *  *  

Multidimensional data models *    

Multidimensional scaling *    

Nominal group technique   * * 

Normative analysis   *  

Object-oriented Z *    

Open interview   *  

Open systems task analysis   *  

Participatory design  * *  

Petri nets *    

Petri nets combined with use cases *  *  

Precision model   *  

Prime-CREWS *  *  

Process analysis   *  

Protocol analysis   *  

Prototyping  *   

Quality function deployment *   * 

Repertoire grids   *  

Requirements generation model   *  

Requirements prototyping  *   

Requirements workshops   *  

Rich pictures *  *  

Scenario-based requirements elicitation *  *  

Semantic maps   *  

Socio-technical analysis   *  

Statecharts *    

Strategic business objectives   * * 

Strategy set analysis   *  

Structured group elicitation method   *  

Structured interview   *  
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Structured walkthroughs   *  

Support line   *  

Surveys   *  

Teach-back interview   *  

Testing  * *  

Text analysis   *  

Trade show  * *  

Usability lab  *   

Use cases   *  

Use of video in requirements elicitation   *  

User group   *  

User-interface prototyping  * *  

Variance analysis   *  

VDM ++,VDM-SL *    

Warnier-Orr diagrams *    

Z *    
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