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Abstract
Although the effect of hyperparameters on algorithmic outputs is well known in machine learning, the effects of hyperparam-
eters on information systems that produce user or customer segments are relatively unexplored. This research investigates the 
effect of varying the number of user segments on the personification of user engagement data in a real analytics information 
system, employing the concept of persona. We increment the number of personas from 5 to 15 for a total of 330 personas 
and 33 persona generations. We then examine the effect of changing the hyperparameter on the gender, age, nationality, and 
combined gender-age-nationality representation of the user population. The results show that despite using the same data and 
algorithm, varying the number of personas strongly biases the information system’s personification of the user population. 
The hyperparameter selection for the 990 total personas results in an average deviation of 54.5% for gender, 42.9% for age, 
28.9% for nationality, and 40.5% for gender-age-nationality. A repeated analysis of two other organizations shows similar 
results for all attributes. The deviation occurred for all organizations on all platforms for all attributes, as high as 90.9% 
in some cases. The results imply that decision makers using analytics information systems should be aware of the effect 
of hyperparameters on the set of user or customer segments they are exposed to. Organizations looking to effectively use 
persona analytics systems must be wary that altering the number of personas could substantially change the results, leading 
to drastically different interpretations about the actual user base.
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1  Introduction

Organizations typically want to know more about their users 
and customers to make more informed design and business 
decisions. In pursuit of this goal, organizations often turn 
to user analytics (Fan et al., 2015; Jansen et al., 2009) and 
information systems that process analytics data (Shmueli & 

Koppius, 2011) which we refer to as analytics information 
systems (further, to clarify our terminology, in this study 
we focus on persona analytics systems, a special case of 
analytics information systems that use personas as the for-
mat of presenting end-user segments to decision makers). 
The process of using these systems relies on user metrics 
that are proxies for real users for user populations that can 
number millions or more for large organizations. As machine 
learning (ML) and AI are increasingly integrated into these 
persona analytics systems, generating personas from large 
amounts of user data becomes increasingly accessible. In 
turn, organizations employ user analytics metrics for vari-
ous purposes (Wedel & Kannan, 2016; Xu et al., 2016; 
Żbikowski & Antosiuk, 2021; Zhang et al., 2011), such 
as design, marketing, advertising, product development, 
upselling, and customer relationship management (CRM), 
and other managerial decision making. These user analyt-
ics metrics exemplify depersonification, which we define in 
this context as the representation of real people by numeri-
cal, text, or other data, creating quantitative proxies for real 

 *	 Bernard J. Jansen 
	 jjansen@acm.org

	 Soon‑gyo Jung 
	 sjung@hbku.edu.qa

	 Joni Salminen 
	 joni.salminen@utu.fi

1	 Qatar Computer Research Institute, Hamad Bin Khalifa 
University, Doha, Qatar

2	 Education City, Doha, Qatar
3	 School of Marketing and Communication, University 

of Vaasa, Vaasa, Finland

http://crossmark.crossref.org/dialog/?doi=10.1007/s10796-023-10395-5&domain=pdf


	 Information Systems Frontiers

1 3

users of systems, apps, products, and other offerings in the 
electronic marketplace.

With the increasing ease of collecting data on user behav-
iors — such as information system interactions, online pur-
chases, chat logs, and social media information — the data 
volume about users has dramatically increased to a size that 
benefits from the employment of ML models and data sci-
ence algorithms (Agarwal & Dhar, 2014) to process and 
analyze user data (Lin & Kunnathur, 2019) into meaningful 
representations (Park & Kang, 2022). Typically, ML mode-
ling is used with large volumes of user data to identify trends 
and segments within large user populations (Arora & Malik, 
2015). Robust analytics information systems also use these 
ML models to create algorithmically-generated personas 
(Jung et al., 2018), which are humanized representations of 
people based on user data. These algorithmically-generated 
personas are an example of personification (Stevenson & 
Mattson, 2019), defined here as the algorithmically gener-
ated representation of numbers, text, metrics, and other user 
data in the form of fictitious humans.

Personification proposes interesting challenges for analyt-
ics information systems that rely on algorithmic approaches. 
One challenge, and the one addressed explicitly in this 
research, is how many algorithmically-generated perso-
nas to create during the personification process. Selecting 
the appropriate number of personas has parallels with the 
hyperparameter selection in ML, which we discuss below. 
Our premise is that the hyperparameter values will affect the 
personification process, altering the outcome of this process 
to a significant extent.

The motivation for the personification of user data 
(Delbaere et al., 2011) is that cold, rational numbers often 
do not generate the connection to and empathy of users 
required (Cohen, 2014) in endeavors such as product 
design, service blueprinting, marketing, advertising, and 
content creation – in other words, in many tasks related to 

information systems in the field of analytics, i.e., analytics 
information systems. So, we are presented with the fasci-
nating conundrum of organizations employing depersonifi-
cation via user analytics to make more informed decisions 
about users. These same organizations then use personifi-
cation via personas as a form of user segmentation (Wang, 
2022) to better relate to and empathize with users. Figure 1 
illustrates this depersonification-personification concept.

The depersonification and personification processes 
typically employ ML approaches to analyze user analytics 
within information systems (Griva et al., 2018) or generate 
algorithmically-generated personas (An et al., 2018a, b; 
Molenaar, 2017; Yoon et al., 2021) due to many organiza-
tions’ large volumes of user data. While there are many 
ML approaches, including supervised and unsupervised 
learning, nearly all ML models require the configuration 
of at least two types of parameters: model parameters and 
hyperparameters. A model parameter, usually referred 
to as just a parameter, is a configuration variable inter-
nal to the model where one can estimate or calculate the 
value from data (e.g., mean, median, variance, maximum, 
minimum) with known weakness (Chen & Liu, 1993). 
Conversely, a hyperparameter is a configuration variable 
external to the model where one cannot directly extract 
the value from data (e.g., number of clusters, number of 
iterations). Hyperparameters are set manually, typically 
using heuristics, a priori values based on domain knowl-
edge, or results from trial and error (e.g., using grid search 
techniques (Gil et al., 2019). This setting procedure is used 
because one usually does not know beforehand the ideal 
value for a hyperparameter for a given model, dataset, and 
problem. Therefore, ML models (Alzubi et al., 2018) are 
often tuned to find the best or at least a reasonable value 
(Terragni & Fersini, 2021) for a model’s hyperparameters 
that results in the best performance in context (Kalliola 
et al., 2021).

Fig. 1   Illustration of the ongoing depersonification process to gen-
erate user analytics motivated by a desire to make more informed 
decisions about users. Parallel with this depersonification process, a 
personification process is ongoing where user analytics data is trans-

formed into algorithmically-generated personas motivated by a desire 
to make empathic and understanding decisions about users. Both pro-
cesses employ similar ML approaches for organizations with large 
user populations
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In persona analytics systems, ML models are used to cre-
ate personas during the personification process of user mod-
eling. Personas were traditionally created manually based on 
limited user data, requiring no ML approaches. However, 
persona analytics systems can theoretically create an arbi-
trary number of personas (Jansen et al., 2019b) from the user 
analytics of thousands to millions of users. As an emerging 
field of research, the impact of hyperparameters on models 
employed by persona analytics systems, i.e., systems that 
utilize user analytics information to generate personas for 
decision makers’ user-centric tasks, has seen little research. 
The critical hyperparameter is the number of personas to 
create when deploying algorithmically-generated personas. 
Therefore, several unanswered questions exist in this per-
sonification domain, including: What is the effect of chang-
ing the number of personas?; Does the accuracy of user 
representation correlate with an increase or decrease in the 
number of personas?; Is there a number of personas that is 
the ‘best’? These are some of the questions that motivate 
our research, as for a layperson using personas or even for a 
computational social sciences researcher with basic experi-
ence in personas and ML, the answers to these questions 
would not be self-evident or trivial.

These questions also matter because hyperparameter 
selection is a potential source of bias in algorithmic user 
segmentation. While there has been increased interest in 
algorithmic bias in various contexts (Dodge et al., 2019; 
Drozdal et al., 2020; Hajian et al., 2016; Zehlike et al., 
2022), it has not been extensively investigated in the context 
of algorithmically-generated personas or user segmentation 
overall. One of the reasons why analyzing the impact of 
hyperparameters on information systems is important is to 
increase trust in these systems (Drozdal et al., 2020), which 
we particularly address in the personification and user seg-
mentation areas.

The findings also matter for the reliability of decision-
making outcomes when using user representations. Although 
we do not explicitly investigate this, a major justification for 
our research is that when aggregating user data into user rep-
resentations (e.g., segments, personas), the specific composi-
tion of these representations guide decision makers’ thinking 
and the choices they make about users. In other words, the 
process is as follows:

For example, suppose the algorithmically-generated perso-
nas created using a persona analytics system highlight male 
attributes. In that case, decision makers are more likely to pre-
sume that the most important target group is males and make 
decisions accordingly. Of course, they could also presume 
the opposite: that females are under-represented and therefore 
should be targeted more vigorously; but in both cases, the 

Hyperparameter selection → User representation → Decision making

user representations the decision makers are exposed to frame 
their thinking about the users. The main point is that analyt-
ics information systems influence how users (e.g., customers) 
are interpreted by decision makers using these information 
systems for understanding the user segments. Several effects 
have been observed to this effect, including confirmation or 
validation bias (Nickerson, 1998). In our case, we define per-
sonification bias as the effect of analytics information on the 
information about the users it conveys to decision makers.

This research employs several “big” user analytics data-
sets numbering in the hundreds of thousands to millions 
of users and tens of millions of interactions across three 
industry standard analytics information systems (Facebook 
Insights, Google Analytics, Instagram Insights). We generate 
sets of 5 to 15 personas — which is a range in which most 
persona sets in the literature occur (An et al., 2018a, b) — 
from these user analytics datasets using an identical ML 
personalization approach. We then analyze the resulting 330 
personas (3 systems × 110 personas per system), comparing 
each of the 11 groups of personas along four attributes to 
determine the most appropriate hyperparameter for creating 
personas. We then repeat the exact analysis for two separate 
organizations, for a total of 990 personas and 33 hyperpa-
rameter persona generations for three organizations, each 
on three analytics systems. From a set of personas, organi-
zational decision makers would then focus on one or more 
personas to gain user understanding.

In the remainder of this work, we present a literature 
review, research questions, methodology, and results in the 
following sections. We then discuss theoretical and practical 
implications, and we end with a critique of this study and 
directions for future research.

2 � Related Literature

2.1 � Digital User Analytics

User analytics data is used for a variety of purposes (Kitch-
ens et al., 2018) to support the analysis and reporting con-
cerning the users of an organization’s system, service, or 
product (Bijmolt et al., 2010; Griva et al., 2021; Hossain 
et al., 2020). Analytics about users is generally represented 
as numbers, even when the focus of the study is non-numeric 
(e.g., sentiment analysis of textual data). These numbers are 
presented as counts (e.g., number of interface interactions) 
or ratios (e.g., the conversion rate for the number of suc-
cessful completions for a task divided by the number of 
task attempts) (Jansen & Clarke, 2017). These numbers are 
evaluated as key performance indicators (KPIs) (Maté et al., 
2017), and in turn, organizations use these KPIs as measure-
ments for progress toward achieving some objective or goal.
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Companies employ user analytics for various purposes 
(Denizci Guillet, 2020; Salminen et al., 2020c; Thirumuru-
ganathan et al., 2021, 2023), including system design, fea-
ture development, reputation management, CRM, marketing, 
advertising, cross-selling, upselling, and other related activi-
ties. For example, if the data is at the individual level, one 
can employ it to personalize interfaces or content. However, 
one often wants to aggregate the data to identify segments 
for tasks such as look-alike analysis or recommended fea-
tures for systems. Following this, segmenting is the pro-
cess of identifying user groups in the dataset with common 
behaviors, demographic attributes, or other unifying factors 
(Murray et al., 2017).

Although beneficial and actionable for many tasks, user 
analytics data is still a reasonable but remote proxy for the 
real users – that is, the actual users have been de-personi-
fied to numbers. The reliance on user analytics can lead to 
focusing on the numbers at the expense of a genuine user 
focus, user understanding, and user empathy. Since empathy 
has been shown to benefit design and user-centric decision 
making enabled by customer-oriented information systems 
(J. Iivari & Iivari, 2011; Iivari, 2009; Wechsler & Sch-
weitzer, 2019) and is one of the qualities that computational 
social sciences researchers almost unanimously agree about 
(Jansen et al., 2020b; Pelau et al., 2021; Wright & McCa-
rthy, 2008), personification techniques and personification 
artifacts are advantageous.

For this research, we leverage user analytics data and a 
persona analytics system to create one type of personifica-
tion artifact, namely algorithmically-generated personas.

2.2 � Algorithmically‑Generated Personas

Personas are an example of personification. Personas depict 
fictional people created to represent real users (Cooper, 
2004). In information systems research, personas have been 
deployed in association with multiple information system 
types, including recommender systems (Karumur et al., 
2018; Yuan et al., 2013), human–robot interaction (Chien 
et al., 2022), information retrieval (Venkatsubramanyan 
& Hill, 2010), public e-service systems (Holgersson et al., 
2015), social network services (Choi et al., 2016), and so on. 
Personas are seen to facilitate the development of user-cen-
tric analytics information systems, but they can also be out-
comes of the information system operations in themselves, 
i.e., serving as “surrogate users” to provide information for 
decision makers about the users of a given system, product, 
or service (Cooper, 2004).

Traditionally, algorithmically-generated personas 
have been created somewhat ad hoc from limited data 
sources (Nielsen, 2019), but the availability of large 
amounts of online user data has made creating per-
sonas more opportune (Jansen et  al., 2021c). These 

algorithmically-generated personas are created from user 
data using data science algorithms. This generation usu-
ally involves analyzing large amounts of real user data that 
is difficult or impossible to analyze manually for persona 
creation (Jansen et al., 2020b). As such, algorithmically-
generated personas are acknowledged to be precise and 
accurate user representations via the personification of 
the data. As algorithmically-generated personas are often 
created via persona analytics systems (Mijač et al., 2018), 
these types of personas can be updated frequently so that 
they do not become stale or outdated. Therefore, algo-
rithmically-generated personas provide humanized user 
representations that may be used to make better decisions 
about users and achieve a higher degree of user-centricity, 
which is expected to yield better business results (Jansen 
et al., 2020b).

The concept of algorithmically-generated personas has 
been presented in-depth in groundbreaking books (Cooper, 
2004; Grudin & Pruitt, 2002) and later articles (An et al., 
2018a, b; Nielsen, 2004; Pruitt & Grudin, 2003) on the 
subject and then extended by numerous researchers (Chang 
et al., 2008; Faily & Flechais, 2011; Nielsen et al., 2015). 
Algorithmically-generated personas have been investi-
gated from several angles, including cultural (Meissner 
& Blake, 2011) and user segmentation representation (An 
et al., 2018a, b). Algorithmically-generated personas are 
more effective than depersonified analytics for certain user-
focused tasks (Salminen et al., 2020b). Algorithmically-
generated personas have also been shown to effectively pre-
sent an accurate user representation (Jansen et al., 2020b) 
and rectify any incorrect preconceptions of users for stake-
holders in organizations (Lauren Sorenson, 2011). As such, 
algorithmically-generated personas are an excellent instan-
tiation of the personification process, and there are several 
published manuscripts on algorithmically-generated perso-
nas that study the various aspects of their creation and use 
in information systems and beyond (Jansen et al., 2021c; 
Mijač et al., 2018; Spiliotopoulos et al., 2020).

The research presented in this article leverages an ML 
model (Lee & Seung, 1999) and supporting algorithms 
(Blei et al., 2003; Darliansyah et al., 2019; Liu et al., 2020) 
to generate algorithmically-generated personas (Spilioto-
poulos et al., 2020) from extensive user analytics datasets 
for personification. We investigate the effect of different 
hyperparameter values of the number of personas on the 
personification process in accurately representing the clus-
ters (Zheng et al., 2022) of the underlying data.

2.3 � Hyperparameters and their Effect on User 
Segmentation

Various ML approaches (Kelleher et al., 2020) use comput-
ing algorithms that ‘learn’ (i.e., improve performance) by 
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iterations using data. The approaches generally involve how 
much supervision the models are given or the specific ML 
models’ use of statistical techniques (Celebi et al., 2016; 
Mohamed, 2017). Each ML approach has many alternative 
models that are particular instances of that approach. For 
example, one approach to ML is factorization, and one par-
ticular factorization model is non-negative matrix factoriza-
tion (Lee & Seung, 1999), which is the ML model used in 
this research (due to its popularity in the field of data-driven 
persona generation; see, e.g., (An et al., 2018a, 2018b)). As 
user data availability, accessibility, and volume have increased, 
ML models are increasingly employed to improve user data 
analysis in information systems (Rust & Huang, 2014).

Most ML models have parameters that define the approach 
and the limits of the algorithmic analysis (Agrawal, 2020). 
Parameters are usually derived internally by the models from 
the data that the model uses. However, these ML models also 
have hyperparameters (Probst et al., 2009), which define the 
model’s limits and usefulness for information systems (Thiru-
muruganathan et al., 2014), but these hyperparameters are not 
derived directly from the data. Hyperparameters are outside 
the data (Ibnu et al., 2019), usually determined by research-
ers from trial and error, domain knowledge, estimation, and/
or rules of thumb. For example, clustering is often used to 
segment user analytics data (Ditton et al., 2021; Jansen et al., 
2011; Wu & Chou, 2011). However, the ‘right’ number of 
clusters (Wu & Chou, 2011) is often a matter of opinion or 
related to some data-external organizational goal. Therefore, 
while most clustering algorithms require the number of clus-
ters desired as a hyperparameter, selecting the appropriate 
hyperparameter requires tuning and experiments adapted to 
the information system.

The research presented here generates algorithmically-gen-
erated personas from user analytics data using an ML model as 
an example of personification. The hyperparameter of interest 
is the number of algorithmically-generated personas to create 
from the data. In this research, we evaluate the effect of the 
hyperparameter values on the representation by the underlying 
user analytics personification process, aiming towards making 
persona analytics systems more robust and helpful for decision 
makers facing an ever-increasing amount of user data.

3 � Research Questions

Our core research question (RQ) is: How does the hyper-
parameter of persona number affect the personification of 
user analytics data?. Regardless of the hyperparameter used 
to generate algorithmically-generated personas, one would 
want the resulting personas to accurately reflect the underly-
ing user data. If we change the hyperparameter (i.e., a differ-
ent number of personas), we need the resulting personas to 
be stable by accurately reflecting the underlying user data. 

If different sets of personas give different views of the same 
set of users, these biased representations could adversely 
affect any decisions made by these personas. Addressing 
this RQ, we examine the effect of hyperparameter selection 
on four common demographic attributes of nearly all perso-
nas, saving the analysis of other attributes for other research. 
Specifically, we examine four hypotheses (H) concerning the 
personification bias:

•	 H1: Changing the number of personas alters the repre-
sentation of user gender.

•	 H2: Changing the number of personas alters the repre-
sentation of user age.

•	 H3: Changing the number of personas alters the repre-
sentation of user nationality.

•	 H4: Changing the number of personas alters the repre-
sentation of user gender-age-nationality (GAN).

Based on previous research on ML hyperparameters, 
there is reason to assume that varying the hyperparameter of 
persona number substantially affects the personification pro-
cess, directly affecting the kinds of personas the algorithm 
produces. This premise is based on prior work in the ML 
area, the results of a pilot study (Jansen et al., 2021b), and 
combined with our experience in user and persona analytics 
systems. We operationalize our analysis with the quantifica-
tion of personification bias, which we refer to as the degree 
to which the results of the hypermeter selection deviate from 
the baseline. We also report conformity C, defined as the 
degree of non-deviation from the baseline. We report the 
deviation D, which equals D = 1 – C.

We select a range of hyperparameter values from 5 to 
15 for the range of the data-driven persona creation algo-
rithm that we employ in this research. The choice repre-
sents a three-time increase/decrease in the hyperparameter 
value, but which is still within the cognitive capabilities of 
the stakeholders who will have to employ personas, thus 
maintaining their value for decision making under bounded 
rationality (Simon, 1990). This is also a range that algorith-
mic persona studies commonly apply (see, e.g., An et al., 
2018a, b; Blomquist & Arvola, 2002; Kim et al., 2019; Sub-
rahmaniyan et al., 2018). Therefore, the tested hyperparam-
eter range is realistic for actual employment and adheres to 
the commonly applied range seen in the literature.

We also choose a concatenation of gender, age, and nation-
ality (GAN), as these demographic attributes are commonly 
used in the personification process when constructing persona 
profiles (Nielsen et al., 2015). In addition, gender, age, and 
nationality are standard attributes in many analytics informa-
tion systems used in the industry (e.g., YouTube Analytics, 
Facebook Insights, Google Analytics). The combination of 
these attributes will also aid in accounting for skewed datasets. 
We note that the major analytics information systems use IP 
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location for nationality and biological sex as a proxy for gen-
der, which is why the data follows the binary gender paradigm 
(male/female). We also investigate the concatenation of gen-
der, age, and nationality (GAN), as this derived demographic 
attribute is commonly used in the personification process. The 
demographic variables have different inherent values ranging 
from reasonably small with gender (two options), limited 
with age (when condensed into seven age groupings, again, 
following the industry standard), and relatively large with 
nationalities.

Altogether, our choice of persona attributes provides a good 
spectrum for analysis. Furthermore, our research questions 
represent a span of demographic characteristics to evaluate 
the effect of hyperparameter value selection on the personifica-
tion process for personifying user analytics data. As such, the 
research is of theoretical and practical value, especially when 
considering information systems that present user segments in 
one format or another.

4 � Data Collection & Methods

4.1 � Data Collection

We employ organizational user analytics data from three major 
online channels: Facebook (FB), Google Analytics (GA), and 
Instagram (IG). FB and IG are major social media services, 
and each provides account-level user analytics data via FB 
Insights and IG Insights. GA is the de facto industry user ana-
lytics service for websites. So, the three services are major 
online channels for companies to interact with their online user 
communities. Each service offers industry-standard analytics 
similar to many other major analytics information systems, 
such as Adobe Analytics, YouTube Analytics, IBM Analytics, 
and custom-made logging analytics. The individual user data 
is aggregated for personally identifying attributes or values 
for each of the three analytics information systems, so privacy 
concerns are minimal. The process employed in this research 
can be used with proprietary CRM data containing individual 
user information.

We collected user analytics statistics from these three ana-
lytics information systems for the focal organization, which is 
a major international news and content provider. The organi-
zation employs personas to monitor the reach and engage-
ment of social media posts, news articles, videos, and so on. 
At the time of the study, the organization’s FB account had 
more than 15.5 million followers, and its IG account had more 
than 2.3 million followers. The web traffic monitoring service 

SimilarWeb reports more than 40.5 million monthly visits to 
the organization’s website. The organizational accounts on 
each of the channels have thousands of posted content pieces 
and tens of millions of user interactions with this content. As 
such, the organization exemplifies modern enterprises with 
extensive and diverse online user populations, and the user 
analytics datasets employed in this research are extensive, 
heterogeneous, and correspond to real-world conditions.

We note that the user analytics data is available only to 
the channel account holders and not open to the general pub-
lic. The data for this research is employed with the channel 
account holders’ permission, who provided access to the 
data via an Application Programming Interface (API) to the 
persona analytics system described below.

4.2 � Personification Process

We employ an industry-standard persona analytics sys-
tem called Automatic Persona Generation (APG) for 
the personification process, available online at [URL 
MASKED FOR REVIEW]. APG takes large amounts of 
user analytics data and personifies the data by creating 
algorithmically-generated personas that aim to accurately 
and precisely represent the underlying user data. As the 
persona analytics system has been described in detail in 
other research (An et al., 2018a, b; Jansen et al., 2020a, b; 
Jung et al., 2017), we briefly present it here and refer the 
interested reader to published research. The personifica-
tion is shown in Fig. 2.

APG leverages user analytics data from various possible 
sources, including CRM, FB, IG, FB Ads, Google Ads, GA, 
and YouTube, via accessing the APIs after inclusion in an 
organizational account of the particular channel. The user 
analytics data accessed by APG is aggregated information 
on demographics (e.g., gender, age group, country code) 
and behaviors (e.g., product id, count of user interactions). 
The behavioral data can be any product (e.g., webpage, ad, 
book) associated with one or more behaviors (e.g., visit, 
click, purchase). In the specific case of this research, the 
product is online content (for FB and IG) and webpages 
(for GA).

APG uses a non-negative matrix factorization (NMF) 
(Lee & Seung, 1999) algorithm as the initial step in per-
sonifying user analytics data. NMF is an ML factoriza-
tion approach to identify sets of products related to user 
behaviors (e.g., sets of webpages interacted with by similar 
types of users). NMF builds a matrix of these products and 

Fig. 2   The APG personification approach is a six-step process to convert raw user analytics data into rich persona profiles
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latent features via matrix decomposition. NMF also makes 
a matrix of demographic groups and their association with 
observed latent factors. NMF associates the demographic 
groups to the product sets using the latent factors, result-
ing in textual and numerical user profiles (i.e., skeletal per-
sonas). APG determines the gender, age, and nationality 
attributes from the data in the user analytics dataset via the 
service’s analytics information system.

APG then enriches these skeletal user profiles to generate 
complete and rich algorithmically-generated personas (thus 
following the concept of rounded persona profiles from per-
sona design theory (Nielsen, 2019). APG employs an inter-
nal database of thousands of purchased stock photographs 
of real people, with each image manually tagged with an 
appropriate gender-age-nationality. The system also has 
an internal database of tens of thousands of names. Each 
name is also meta-tagged with an appropriate gender-age-
nationality probabilistically to match the persona’s gender-
age-nationality, using a custom-built algorithm (Jung et al., 
2021). Leveraging second- and third-party data from the 
FB Audience Manager and Twitter accounts, APG calcu-
lates the probability of other background information fac-
tors such as occupation, education, and relationship status. 
APG also determines the product topics of interest of the 
personas. APG generates these topics of interest (Jansen 
et al., 2019a) based on the products interacted with using 
a variety of classification algorithms, including zero-shot 
classification and supervised ML (Salminen et al., 2019).

4.3 � Outcome of the Personification Process

Using various algorithmic approaches and periodic systemic 
data collection, APG determines the sentiment of social 
media comments in multiple languages, including English, 
Arabic, Turkish, Spanish, Finnish, and French, implemented 
using EmoLex (Mohammad & Turney, 2013). An example 
of a data-driven persona created by the APG persona analyt-
ics system is shown in Fig. 3, with the key features employed 
in this research annotated.

As a persona analytics system, APG has an advantage 
compared to manual approaches to persona creation. APG 
can generate a different number of personas in given persona 
sets or persona casts. Although theoretically, APG can create 
any number of personas, given the decision makers’ cogni-
tive limitation of managing a large number of personas (see 
Jansen et al., 2021a), the interface affords the generation of 
persona sets from 5 through 15 inclusive. The sets of perso-
nas are ranked by the size of the user segment they represent. 
As most organizations now have multiple online channels, 
APG offers a comparison feature to display sets of personas 
from multiple channels simultaneously, with an example of 
5 personas from FB, GA, and IG shown in Fig. e 4.

4.4 � Changing Hyperparameter Values

APG generates a new listing of algorithmically-generated 
personas for each hyperparameter selection. As the genera-
tion of personas from 5 to 15 is based on the same underly-
ing user population data (i.e., the set of 5 personas is based 
on the same user interaction data as the set of 15 personas, 
for example), each of the persona listings is both independ-
ent (e.g., any of the personas in the set of 5 is autonomous 
from any persona in the set of 15 for example), regard-
less of similar demographic attributes and related behav-
iors. However, the same or similar personas can appear in 
multiple persona listings when the hyperparameter values 
change.

As the number of personas is increased from 5 to 15, the 
persona listing increases correspondingly, with the underly-
ing user population being personified with greater granu-
larity (see Table 1 in the results). As shown in Fig. 5, the 
hyperparameter (i.e., the number of personas generated) is 
increased from the five personas shown in Fig. 4 to ten in 
Fig. 5a and then fifteen in Fig. 5b.

Reviewing the persona sets in Figs. 3 and 4, we see that 
some portions of the persona listings intersect (i.e., the iden-
tical/similar personas are in multiple listings), and other 
personas are unique (i.e., the personas only appear in one 
persona listing). Also, as the focal persona analytics system 
segments the user analytics data based on the hyperparam-
eter values, the ranking of some personas that may represent 
similar user segments across listings changes.

This ranking change results from the changing size and 
number of user segments represented by each set's personas. 
We also note that some personas and their underlying user 
segments are consistent across all personas listing and con-
stant in ranking across all persona listings. For example, this 
applies to the two top-ranked personas, John (34 years old 
from the United States) and Raj (26 years old from India). 
Other personas appear in multiple listings but at different 
rankings, such as Priya (29 years old from India). In sum, 
a visual inspection of the persona listings indicates that the 
hyperparameters’ change might skew the decision maker’s 
perceptions of the user population when using a persona 
analytics system.

Whether 5, 15, or any number of personas in between, 
the total of the personas in the listing represents the same 
underlying user analytics dataset. Therefore, in a sense, 
each representation is ‘correct,’ as determined by the algo-
rithm for that given hyperparameter value. However, as we 
need a baseline in order to compare across sets of personas, 
we generate all 11 persona sets (i.e., one set of personas 
that includes 5 personas, another with 6 personas, until 15 
personas) and then calculate the proportional representa-
tion for gender, age, nationality, and GAN for this base-
line. This gives us a ‘gold standard’ that we take as the 
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‘accurate’ representation based on majority vote thinking, 
i.e., the values obtained reflect the “collective view” of 
the algorithm across different hyperparameter values. This 
approach is similar to Jansen et al., (2019b, 2021a, b, c) 
where the number of personas varied in attempting to cre-
ate manageable persona sets for decision makers relying on 
analytics information systems.

We then calculate the anticipated number of personas 
we expect in each hyperparameter setting with these per-
centages. For example, if the percentage for Male = 50% 
in the baseline, and the hyperparameter value is 6, then we 
would expect 3 of the personas to be male. We compare the 
expected number of personas to the actual number of per-
sonas that were generated in each set. We then determine 
if the actual number of personas is distorted – i.e., whether 
it exceeds (Over); is less than (Under), or is stable (Same) 
relative to the baseline. We can then determine whether 
the persona sets are stable or if they distort the representa-
tion by over or under-representing the user population for 
the given attribute. One can calculate the times a given 

attribute is over or under, and in this way, quantify the 
“algorithmic bias” (Hajian et al., 2016) of hyperparameter 
setting in algorithmically-generated personas. Here, we are 
not arguing that this averaging approach is the best for 
determining the stability of personification because this is 
not the objective of our research, and any determination of 
the ‘best’ (if such a thing exists) we leave for other studies. 
However, the constructed baseline matches our research 
goal of determining if changing the hyperparameter values 
affects the personification process's stability and/or distor-
tion. As such, the baseline is sufficient for investigating 
our RQ.

For statistical analysis of the hypotheses, we employ the 
Wilcoxon matched pairs signed test (Ramsey et al., 1993), 
which is a statistical procedure that computes the difference 
between each set of matched pairs and then compares the 
sample median against a hypothetical median. We use the 33 
hypermeter outcomes, comparing the actual results with the 
expected baseline values. We use the Wilcoxon test rather than 
the paired t-test because the data is not normally distributed.

Fig. 3   Example of an APG algorithmically-created persona profile 
with the three elements of the persona profile pertinent to this study 
annotated: (1) the persona’s gender, (2) the persona’s age, and (3) 

the persona’s nationality. Organizational identifying information is 
masked with gray boxes
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5 � Results

Here, we present the results of the analysis of varying the 
hyperparameter of the personas analytics system from sets of 
5 to 15 personas based on the accuracy outcomes of gender, 
nationality, and topics of interest. We begin with the results 
from a primary analysis of the personas generated from the 
user population dataset and continue with a confirmatory 
analysis of datasets independent from those used in the pri-
mary analysis.

5.1 � Primary Analysis

We analyzed the 330 personas generated from the 11 genera-
tions of the persona sets, from 5 to 15 personas inclusive, for 
the organization for each of the three channels. Among these 
were 255 male personas (68.2%) and 75 female personas 
(31.8%). To our knowledge, all of the analytics information 
systems that we are aware of use biological sex as a proxy 
for gender identity. However, we expect this to change in 
the future as more nuanced metrics are incorporated into 
these user analytics information systems. So, we reserve any 
analysis for other gender identities for future research.

The average age for the 330 personas was 31.9 years 
(SD = 11.23, max = 74, min = 18, med = 31), reflecting the 
generally younger user population of the online channels. 
For the analysis, we clustered the 330 personas into age 
groupings so as to reflect the age clusters in the underlying 
analytics information system, generally mirroring the US 
Census categories and resulting in seven age groupings for 
the 330 personas. The most common age groupings are the 
25–34 age category (66.7% of the personas), the 18–24 age 
category (15.8%), and the 35–44 age category (8.2%). The 
110 personas are from 14 countries, representing 7.1% of 
the world’s 198 countries. The most commonly occurring 
countries were the United States (28.5%), India (21.5%), and 
the United Kingdom (10.3%).

Concerning GAN, there are theoretically 2,772 possibili-
ties (i.e., 2 genders × 7 age-categories × 198 countries). In 
our collective datasets, there were 38 unique GAN combina-
tions (1.4% of the theoretical limit), with the following being 
the most common: [Male, 25–34, India] (15.2%), [Male, 
25–34, United States] (8.5%), and [Female, 25–34, United 
States] (7.3%). We now move to the analysis addressing our 
RQ concerning gender, age, nationality, and GAN.

5.1.1 � Gender

Concerning H1: Changing the number of personas alters 
the representation of user gender; ten of the eleven persona 
sets present a biased representation of the user population, Ta
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Fig. 4   Example of the APG persona analytics system interface, with 
the cast of personas (in this case, a set of 5 personas) from three 
online channels. The personas in the listing are by default ranked by 
the current reach of the personas, which is based on the persona’s rep-

resentativeness of the baseline user data. Clicking on a result in the 
persona listing displays the corresponding persona profile (example 
displayed in Fig. 2). Note: The purple bars at the top have organiza-
tional and date-stamped information that has been masked

(a) (b)

Fig. 5   Value of the hyperparameter — i.e., number of algorithmi-
cally-generated personas generated from user analytics data by APG 
— for 10 (a) and 15 (b) personas, with the corresponding persona 

listing for each. The listings for 10 and 15 are shown as examples. 
The APG system can generate casts of personas from 5 to 15, inclu-
sive
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ranging from 33.3% to 100.0%, with an overall deviation of 
52.0%. Table 1 shows the platforms in column 1, the out-
comes of the hyper parameter changes (i.e., ‘same’, ‘over’, 
‘under’) in Column 2, and the counts in each row with the 
specific hyperparameter in the corresponding columns.

However, although deviation (and conformity) var-
ied among the channels, there were notable trends. The 
deviation was notably lower on FB (36.4%) compared to 
GA (72.7%) and IG (72.7%). A Wilcoxon matched pairs 
signed test was conducted to determine whether there was 
a difference in the actual distribution for the gender of the 
generated personas compared to the expected values. The 
analysis results show a significant deviation for gender, 
z = 5.0119, p < 0.01, indicating a bias in personification. 
Therefore, H1 is fully supported; the number of personas 
alters the representation of user gender.

5.1.2 � Age

Concerning H2: Changing the number of personas alters 
the representation of user age, as shown in Table 2, all 
eleven of the persona sets have some level of bias, ranging 
from 27.8% to 71.2%, with 51.0% being the average. The 
hyperparameter of 10 personas provided the highest stabil-
ity. Deviation again varied among the channels, although 
lower relative to gender distortion. Distortion was within ten 
percentage points for all channels, FB (51.5%), GA (55.6%), 
and IG (42.4%). Addressing H2, a Wilcoxon matched pairs 
signed test was conducted to determine whether there was 
a difference in actual distribution for the age of the gener-
ated personas compared to the expected distribution. The 
analysis results show a significant deviation for age in the 
actual personas, z = -4.703, p < 0.01, indicating a bias in 

personification. Therefore, H2 is fully supported; the number 
of personas alters the representation of user age.

5.1.3 � Nationality

For H3: Changing the number of personas alters the repre-
sentation of user nationality; as shown in Table 3, none of 
the eleven persona sets were bias-free, although persona set 
8 was close, with only a 4.8% deviation. The other persona 
sets had deviations ranging from 14.3% to 33.3%. (79.5%). 
Overall, all of the persona sets had reasonably consistent 
representations, with an average deviation of 22.9%. Dis-
tortion (and conformity) varied somewhat among the chan-
nels, with FB (13.0%) and IG (16.9%) below that of GA 
(39.0%). Addressing H3, a Wilcoxon matched pairs signed 
test was conducted to determine whether there was a differ-
ence in actual distribution for the nationality of the gener-
ated personas compared to the expected distribution. The 
analysis results show a significant deviation for nationality 
in the actual personas, z = -4.1069, p < 0.01, indicating a 
bias in personification. Therefore, H3 is fully supported; 
the number of personas alters the representation of user 
nationality.

5.1.3.1  GAN  Examining topics of interest for H4: Changing 
the number of personas alters the representation of user GAN; 
as shown in Table 4, all eleven of the persona sets had some 
level of biased representation, with an average deviation of 
40.0%. Distortion (and conformity) varied somewhat among 
the channels: FB (11.2%) and IG (18.2%), with GA notably 
higher (74.8%). Addressing H4, a Wilcoxon matched pairs 
signed test was conducted to determine whether there was a 
difference in actual distribution for GAN of the generated 

Table 2   Results of age analysis of the 99 persona sets for three organizations across the three channels: FB, GA, and IG. Set 10 has the best rep-
resentation of the user population. Cells with the highest values are shaded

Platform Age Attribute Hyperparameter

5 6 7 8 9 10 11 12 13 14 15 Total % Deviation

FB Same 4 2 2 2 4 4 4 4 2 2 2 32 48.5% 51.5%
Over 1 2 2 2 1 1 1 1 2 2 2 17 25.8%
Under 1 2 2 2 1 1 1 1 2 2 2 17 25.8%

GA Same 4 4 4 4 2 6 4 6 4 4 2 44 44.4% 55.6%
Over 2 2 2 2 3 1 2 1 2 2 3 22 22.2%
Under 3 3 3 3 4 2 3 2 3 3 4 33 33.3%

IN Same 1 1 1 3 3 3 3 1 1 1 1 19 57.6% 42.4%
Over 1 1 1 0 0 0 0 1 1 1 1 7 21.2%
Under 1 1 1 0 0 0 0 1 1 1 1 7 21.2%

Same 9 7 7 9 9 13 11 11 7 7 5 95 48.0%
Over 4 5 5 4 4 2 3 3 5 5 6 46 23.2%
Under 5 6 6 5 5 3 4 4 6 6 7 57 28.8%
Deviation 50.0% 61.1% 61.1% 50.0% 50.0% 27.8% 38.9% 38.9% 61.1% 61.1% 72.2% 52.0%
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personas compared to the expected distribution. The analysis 
results show a significant deviation for GAN in the actual per-
sonas, z = -4.703, p < 0.01, indicating a bias in personification. 
Therefore, H4 is fully supported; the number of personas alters 
the representation of user gender-age-nationality.

The analysis above confirms that tuning the value of 
hyperparameters for personification substantially affects the 
user data representation.

5.2 � Confirmatory Analysis

We conducted the above analysis for two other organizations 
to evaluate the robustness of our findings using independent 

datasets. We conducted the analysis using the same proce-
dure outlined above for the YouTube channels of two other 
organizations (ORG2 and ORG3), briefly described below. 
The names are masked for the anonymity of the organiza-
tions. These organizations operate in different industries, and 
their range of content production and online presence varies 
from small (less than a million followers) to large (millions 
of followers). Therefore, testing the hyperparameters on these 
different datasets will enable us to evaluate if the results are 
consistent across different organizational contexts.

•	 ORG2: a large non-profit organization promoting 
education, research, and community development to 

Table 3   Results of nationality analysis of the 99 persona sets for three organizations across the three channels: FB, GA, and IG. Set 8 has the 
best representation of the user population. Cells with the highest values are shaded

Platform Nation-
ality 
Attribute

Hyperparameter

5 6 7 8 9 10 11 12 13 14 15 Total % Deviation

FB Same 7 4 5 6 7 6 7 6 7 7 5 67 87.0% 13.0%
Under 0 2 1 1 0 0 0 0 0 0 1 5 6.5%
Over 0 1 1 0 0 1 0 1 0 0 1 5 6.5%

GA Same 3 4 4 7 5 5 5 3 3 5 3 47 61.0% 39.0%
Under 2 1 1 0 1 1 1 2 2 1 2 14 18.2%
Over 2 2 2 0 1 1 1 2 2 1 2 16 20.8%

IN Same 6 7 7 7 5 7 5 5 5 3 7 64 83.1% 16.9%
Under 0 0 0 0 1 0 1 1 1 2 0 6 7.8%
Over 1 0 0 0 1 0 1 1 1 2 0 7 9.1%

Same 16 15 16 20 17 18 17 14 15 15 15 178 77.1%
Over 2 3 2 1 2 1 2 3 3 3 3 25 10.8%
Under 3 3 3 0 2 2 2 4 3 3 3 28 12.1%
Deviation 23.8% 28.6% 23.8% 4.8% 19.0% 14.3% 19.0% 33.3% 28.6% 28.6% 28.6% 22.9%

Table 4   Results of GAN analysis of the 99 persona sets for three organizations across the three channels: FB, GA, and IG. Set 6 is best represen-
tation of the user population. Cells with the highest values are shaded

Platform GAN Attribute Hyperparameter

5 6 7 8 9 10 11 12 13 14 15 Total % Deviation

FB Same 11 13 11 13 11 11 11 11 13 13 9 127 88.8% 11.2%
Under 1 0 1 0 1 1 1 1 0 0 2 8 5.6%
Over 1 0 1 0 1 1 1 1 0 0 2 8 5.6%

GA Same 8 7 5 6 5 6 5 4 6 4 5 61 25.2% 74.8%
Under 0 1 1 1 2 1 2 2 1 2 2 15 6.2%
Over 14 14 16 15 15 15 15 16 15 16 15 166 68.6%

IN Same 16 16 16 14 14 16 16 14 14 16 10 162 81.8% 18.2%
Under 1 1 1 2 2 1 1 2 2 1 4 18 9.1%
Over 1 1 1 2 2 1 1 2 2 1 4 18 9.1%

Same 35 36 32 33 30 33 32 29 33 33 24 350 60.0%
Over 2 2 3 3 5 3 4 5 3 3 8 41 7.0%
Under 16 15 18 17 18 17 17 19 17 17 21 192 32.9%
Deviation 34.0% 32.1% 39.6% 37.7% 43.4% 37.7% 39.6% 45.3% 37.7% 37.7% 54.7% 40.0%
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a worldwide audience. The organization uses perso-
nas to better understand its online social media and 
other users and for strategic planning, involving craft-
ing agendas to better serve the organization’s various 
stakeholder groups. At the time of the study, the organ-
ization’s FB account had more than 332,692 followers, 
and its IG account had more than 224,000 followers. 
SimilarWeb (https://​www.​simil​arweb.​com—an indus-
try-standard website competitive intelligence service) 
reports the organization’s monthly website visits to be 
more than 106,000.

•	 ORG3: a small medium-sized enterprise (SME) pro-
viding tourism and lifestyle content concerning events, 
entertainment, dining, sports, and culture. In pursuit of 
this objective, the organization uses personas to better 
understand its online users in order to increase engage-
ment and expand its audience to, hopefully, increase 
revenue. At the time of the study, the organization’s FB 
account had more than 332,586 followers, and its IG 
account had more than 98,000 followers. SimilarWeb 
reports that the organization’s website has more than 
334,500 monthly visits.

Again, as shown in Tables 5, 6, 7, and 8, the analysis 
confirms that tuning the value of hyperparameters for per-
sonification substantially affects the user data representation.

6 � Discussion

6.1 � General Discussion

This research examines the effect of changing the hyper-
parameter values of a persona analytics system through 
eleven iterations of values from 5 to 15 personas, inclusive, 
across three major analytics information systems: FB, GA, 
and IG. The results show that changing the number of per-
sonas during the personification biases the representation 
of all four of the user analytics attributes that we measured, 
which were gender, age, nationality, and a combination 
of the three. For channels in general, representativeness 
is best on IG and FB for all organizations and all persona 
attributes, and bias is highest on GA for all organizations 
and all persona attributes. Although this requires further 
investigation, it seems reasonable that GA, representing 
heterogeneous web traffic, would have a more heterogene-
ous user population than social media channels. All four 
hypotheses were supported by statistical analysis. The 
highlights are as follows:

•	 Concerning gender, there was a predominance of males 
(68.2%) in the user population, but this did not appear to 
impact the hyperparameter selection effects in the per-

sonification process. Male personas and female personas 
were distorted (either over or under) at equal rates. For 
the 330 personas in the three personas sets from three 
channels, the sets were correct representations 39.4% of 
the time and biased (either under- or over-representation) 
60.6% of the time (see Table 1). There were channel-
specific differences, with FB having a substantially lower 
distortion (36.4%). The most representative persona set 
was persona set 15, which perfectly conformed to the 
baseline.

•	 Concerning age grouping, the 25–34 age category rep-
resented more than half (66.7%) of the baseline age 
groupings, with a persona set of 10 having the lowest 
deviation. The hyperparameter selection effect on age 
was less pronounced relative to gender, with 48.0% 
of the persona sets confirming with the baseline. The 
deviations were also similar across the three channels, 
ranging from a low of 42.4% to a high of 55.6% (see 
Table 2).

•	 Concerning nationality, the changing of the hyperpa-
rameters biased the personification representation of the 
user population. However, the distortion less drastic than 
with gender or age, with an average conformity of 71.1%. 
The highest deviation was 33.3% for the 15 personas set. 
Overall, of the 330 personas, the representative deviation 
was 22.9%. Distortion on GA was the highest (39.0%), 
lowest on FB (13.0%), and also low on IG (16.9%) (see 
Table 3).

•	 Moving to GAN, changing the personification hyper-
parameters resulted in biasing the representation of the 
user population. The hyperparameter setting of 6 had 
the lowest deviation (33.1%), but there were other per-
sona sets with nearly as good results (i.e., 5 (34.0%). 
The overall conformity of the GAN attributes was rela-
tively good (60.0%), being higher than gender (39.4%) 
and age (48.0%) and lower than nationality (77.1%). 
This conformity score seems reasonable, as GAN com-
bines the other three attributes. However, the result is 
also surprising as we expected that deviation would be 
higher due to the ‘curse of dimensionality’ prevalent 
in ML datasets (Huang et al., 2019). We surmise that 
the result is due to the NMF approach used for the per-
sonification process and the structure of the underlying 
demographic attributes in major analytics information 
systems, but this premise needs to be investigated in 
future research.

Figure 6 compares the conformity and deviation (both 
over and under) for each hyperparameter for overall 
trends for all four attributes for the three organizations. 
The total distortion from hyperparameter selection is 
39.0%, meaning that 61.0% of the representation is sta-
ble across hyperparameters. As shown in Fig. 6, perhaps 

https://www.similarweb.com
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counter-intuitively, a high number of personas does not 
better represent the user population. Instead, it may lead 
to bias from over or under representation (Salminen et al., 
2020). This finding is important because, intuitively, one 
would presume that increasing the number of personas 
improves the data representation in user segmentation. As 
with many other ML and algorithmic models, the hyperpa-
rameters must be tuned to the specific dataset.

6.2 � Theoretical implications

Concerning our core RQ (How does the hyperparameter of 
persona number affect the personification of user analytics 
data?), the presence of an effect is clear and manifests in 
the study results. Of the four persona attributes studied, 
in all four cases, the hyperparameter selection during the 
personification process resulted in a distorted representa-
tion of the user population to varying degrees. The results 
underline the impact of user-selected hyperparameters 
on the personification process. Specifically, the findings 
show that the number of personas generated can distort the 
attribute distribution of the generated personas, an exam-
ple of the interplay between users and algorithmically-
generated personas. It is also apparent from the analysis 
presented above that for a precise representation of users 
during personification, the hyperparameters should be 
tuned to the specific dataset. In other words, it might not 
be possible to recommend a generally universal “magic 
number” of personas for users of analytics information 
systems.

This finding indicates explicitly that ML personifica-
tion approaches employing big data from user analytics 

to create human-like representations and user segments, 
such as personas, need to expend the effort to tune the 
ML model to the appropriate hyperparameters. This tun-
ing will determine the number of personas that will pro-
vide the most accurate representation of the underlying 
user data for the organization task at hand. Concerning 
the size of the user population, the larger the user popu-
lation, the higher the bias. Again, this seems reasonable, 
as one would expect, and generally, the heterogeneity of 
the user population would be correlated with the size of 
the user population. However, this is mitigated somewhat 
by the channel effect, where sizeable user populations can 
be more homogenous. Finally, each persona attribute has 
a possible range of values (e.g., a few for gender, many 
for nationality). Generally, the more values in an attribute, 
the more bias in the personalization. However, again, this 
appears somewhat migrated by the channel and homog-
enous populations. These factors open the door to aspects 
of theoretical tuning of the approach hyperparameters (i.e., 
number of personas) via automated means by entering a 
range of user population factors such as size and homo-
geneity. Determining this ‘theoretical tuning’ needs to be 
addressed in future research.

Our findings are also somewhat surprising because 
our premise was that a higher number of personas would 
categorically be more accurate, providing a better rep-
resentation of the user population, as is presumed in 
the literature (Tang et al., 2006). In our analysis, this 
premise did not hold. Generally, increasing the size of 
the personas set did not increase compatibility with the 
baseline values, with often the 5-persona set having the 
highest conformity. The compatibility with the baseline 

Fig. 6   The effect of hyperpa-
rameter selection on the total 
of the 3,443 algorithmically-
created persona attributes, 
as measured by Same (i.e., 
identical with baseline), Over 
(i.e., over the baseline), and 
Under (i.e., under the baseline). 
Interestingly, the 15-persona set, 
which one would expect to be 
the most granular, has the lower 
conformity
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values of representation diminishes with an increase in 
the hyperparameter, with the set of 15 personas often 
being among the least accurate representations. While 
it has been noted in prior work (Chapman & Milham, 
2006; Chapman et al., 2008) that increasing the number 
of persona attributes decreases the representativeness 
(Nasraoui et al., 2007), given that the personas sets are 
created from the same analytics set and contain the same 
attributes, we still find this outcome surprising.

A potential explanation for this could be the small 
number of categories for gender (2 categories) and age (7 
categories), along with the average for the baseline. This 
“flaw of averages” is well known and documented, e.g., a 
classic study in 1950 conducted by the US Air Force, found 
that among 4,000 measured pilots, no pilots matched all 
of the average attributes of height, weight, etc. (Hertzberg 
et al., 1954). As a corollary from this flaw of averages, 
no set of user representations may exactly match the real 
composition. Nonetheless, the flaw of averages pertains 
to all customer and user segmentation efforts in analytics 
information systems, since these data-driven methods aim 
to aggregate information about the user population to a 
denser form of presentation.

6.3 � Practical implications

Concerning the practical implications resulting from this 
research, we discuss the following three points that strike 
us as important.

Insights from Trends in Personification Biases  There are 
trends in the degree of personification bias with an inter-
play among channels, size of the user population, and the 
range of attribute values, with some outliers in each. From 
these trends, there are at least two insights for the practi-
cal personification of user analytics data, which are: (1) 
hyperparameters, which as in most ML models, must be 
tuned to the specific dataset; and (2) as a rule of thumb 
to mitigate bias, the number of personas is positively cor-
related with both the number of attribute values and the 
size of the user population – the more attribute categories, 
the more personas; the larger the user population, the more 
personas. Modern social media platforms and websites 
can have user populations in the millions, indicating sets 
of personas beyond the historical ‘handful’ advocated in 
prior literature (Salminen et al., 2022), and perhaps hun-
dreds of personas. Persona sets of these numbers neces-
sitate the need for interactive persona systems that offer 
searching, filtering, sharing, and collaboration on options 
for decision makers using a persona analytics system. The 
study of this specific hyperparameter, in the context of 
statistical analysis for organizations, can help determine 
better personas for more effective marketing strategies 

and understanding of the target demographics of specific 
brands/products.

Avoiding the Mystique of Numbers  When employing 
advanced personification techniques, such as algorithmi-
cally-generated personas, in analytics information systems, 
decision makers need to be aware that a set of personas may 
give a biased view of the user population (Laporte et al., 
2012; Siegel, 2010), at least in terms of gender, age, nation-
ality, and GAN, as shown in this research. Just because the 
obtained ‘answer’ involves a lot of data and an algorithm, 
it does not necessarily mean the ‘answer’ is accurate or 
the only possible way of perceiving the data. This ideal 
requires that developers of algorithmically-generated per-
sonas and other personification techniques implemented in 
analytics information systems adequately execute the tun-
ing of the ML models, and perhaps report results obtained 
using different hyperparameters. Decision makers using 
a persona analytics system can benefit from adjusting the 
model hyperparameters and observing the concrete results 
of their changes. In other words, decision-makers using 
persona analytics systems must understand hyperparameter 
tuning before taking action on the personas.

Personification of User Data Needs an ‘X’  It may be 
inappropriate to rely on the data by itself to deter-
mine the ML hyperparameter selection if the overall 
goal (e.g., design criteria, business decision, engage-
ment objective) is external to the user analytics data 
or the ML model. In this research, we were interested 
in a representation of the users. However, there may 
be other business goals where the representation of 
the user population is not appropriate. For example, 
an organization may want to emphasize the diversity 
within a user population (Sheth et al., 2000) to high-
light small segments for targeting or emerging seg-
ments. Organizations may wish to represent the most 
impactful user segments (Reinartz & Kumar, 2000) 
or the least costly user segments (Helgesen, 2006). 
A more extensive set of personas would seem more 
appropriate for cases. These numerical outliers are 
consumed or hidden within the ‘average’ of the overall 
user population characteristics for many algorithmic 
approaches. Thus, appropriate hyperparameter selec-
tion in these external organizational cases is an impor-
tant area for future research.

6.4 � Strengths, Limitations, and Future Work

As with most research, there are both strengths and limi-
tations. For strengths, we employed multiple large user 
analytics datasets numbering in the tens of millions of 
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user actions from three different organizations of various 
user population sizes, across three major online services 
employed by thousands of organizations. So, the data-
sets are representative of those entities with extensive 
and diverse user populations, implying that the overall 
approach is generalizable. The personification process of 
this user data was accomplished using a state-of-the-art 
persona analytics system employing a robust factorization 
approach for personification of the analytics data, and the 
process was validated across 9 datasets.

Concerning limitations, we leveraged only one personi-
fication approach, that of algorithmically-generated per-
sonas. Other forms of personification and user modeling, 
such as scenarios or user profiles, should be examined to 
see how ML models in these areas are affected by hyper-
parameter settings. However, given that the models are 
standard across personification approaches, one would 
expect the trends shown in these research findings to hold 
with these other personification approaches. However, 
this would need to be confirmed in future work.

Regarding other limitations, we employed nine data sets, 
one ML model, one metric (i.e., stability), four attributes 
(i.e., gender, age, nationality, GAN), and one baseline (i.e., 
an average of the personification sets). Future work should 
explore the setting of personification hyperparameters on 
other user data sets from other companies, other user data 
types (e.g., retail data or user relations management data), 
and other analytics information systems (e.g., Google Ads, 
CRM data, system logs, chat logs, call center logs, and 
recommender system data), and datasets of different lev-
els of skewness. However, as user analytics metrics are 
often standard across analytics information systems, the 
process presented here can facilitate this research. Future 
work concerning the gold standard baseline also needs to 
be done. What is the ‘truth’ for personification for user rep-
resentation is a research problem in itself due to the ‘curse 
of dimensionality – i.e., as more attributes are added, the 
representativeness usually decreases. It would also be an 
interesting extension to conduct a user study to explore 
how the transparency of the personification process affects 
decision makers’ selection and use of the personas.

There are also other impactful future research direc-
tions. The effect of hyperparameter selection on differ-
ent attributes than those investigated here and ML mod-
els other than NMF should be explored by future work 
in the context of personification. Specifically, cluster-
ing needs to be investigated as it is commonly used for 
both user segmentation and personification (Salminen 
et al., 2021). In conjunction with this, metrics other than 
accuracy could be explored, such as diversity, novelty, 
fairness, or impact. As a further aspect, in this research, 
we only examined 5 to 15 hyperparameters. An exciting 

avenue of research would be to push the upper limit to 
much higher numbers, as modern analytics information 
systems allow filtering and searching personas and other 
human-like representations of user data. Another area of 
inquiry could be investigating whether or not decision-
makers using persona analytics systems understand the 
effects of hyperparameters tuning on the data in which 
they take action. However, for all these lines of investi-
gation and research goals, the techniques employed in 
this research should be applicable.

7 � Conclusions

This research explores the impact of hyperparameter selec-
tion on the accuracy of personifying user analytics data 
in a persona analytics system. Using tens of millions of 
user interactions from three industry-standard online chan-
nels for three organizations and employing a factorization 
ML model, we alter the hyperparameter of the number of 
personas in the set from five to fifteen. We compare age, 
nationality, and GAN to all personas from the resulting 
factorization baseline. The findings show that hyperparam-
eter selection significantly alters the personification for all 
four user attributes, although the effect is most apparent 
with gender. The hyperparameters of five and ten personas 
provide an acceptable representation of the user popula-
tion across all the attributes, implying these hyperparam-
eters might be a good rule of thumb. These findings offer 
a foundation for future research in investigating the per-
sonification of user analytics data.
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