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Abstract
The paper is a continuation of Part I and contains several further results on gen-
eralized boundary triples, the correspondingWeyl functions, and applications of
this technique to ordinary and partial differential operators. We establish a con-
nection between Post’s theory of boundary pairs of closed nonnegative forms on
the one hand and the theory of generalized boundary triples of nonnegative sym-
metric operators on the other hand. Applications to the Laplacian operator on
bounded domains with smooth, Lipschitz, and even rough boundary, as well as
tomixed boundary value problem for the Laplacian are given. Other applications
concern with the momentum, Schrödinger, and Dirac operators with local point
interactions. These operators demonstrate natural occurrence of 𝐸𝑆-generalized
boundary triples with domain invariant Weyl functions and essentially selfad-
joint reference operators 𝐴0.
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1 INTRODUCTION
This paper is a continuation of the author’s work [26] on generalized boundary triples and Weyl functions of symmetric
operators. In particular, it is shownhow various specific classes of generalized boundary triples appearing in Part I actually
occur in the study of ordinary and partial differential operators. Both Part I and Part II are posed in Arxiv as a single
paper [25]. We will freely use notations and terminology of Part I, but for the convenience of the reader we will recall here
the most cited definitions and statements from Part I.
This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
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Letℌ be a separable Hilbert space, let𝐴 be a not necessarily densely defined closed symmetric operator inℌwith equal
deficiency indices 𝑛+(𝐴) = 𝑛−(𝐴) ≤∞. The adjoint 𝐴∗ of the operator 𝐴 is a linear relation, see [17] and also [26] for the
terminology.
Definition 1.1 [30]. Let 𝐴∗ be a linear relation inℌ such that 𝐴 ⊂ 𝐴∗ ⊂ 𝐴∗ = 𝐴∗. Then the collection Π =
{, Γ0, Γ1},
where  is a Hilbert space and Γ = {Γ0, Γ1} is a single-valued linear mapping from 𝐴∗ into 2, is said to be an
𝑆-generalized boundary triple for 𝐴∗, if:
(1) The following abstract Green’s identity holds for all 𝑓 =
(
𝑓
𝑓′
)
, 𝑔 =
(
𝑔
𝑔′
)
∈ 𝐴∗
(𝑓′, 𝑔) − (𝑓, 𝑔′) =
(
Γ1𝑓, Γ0 𝑔
)
 −
(
Γ0 𝑓, Γ1𝑔
)
 ; (1.1)
(2) Γ ∶= col
(
Γ0, Γ1
)
is maximal in the sense that if 𝑔 =
(
𝑔
𝑔′
)
∈ ℌ2 , 𝑘 =
(
𝑘
𝑘′
)
∈ 2 satisfies
(𝑓′, 𝑔) − (𝑓, 𝑔′) =
(
Γ1𝑓, 𝑘
)
 −
(
Γ0 𝑓, 𝑘
′)
for every 𝑓 =
(
𝑓
𝑓′
)
∈ 𝐴∗, then 𝑔 ∈ 𝐴∗ and Γ 𝑔 = 𝑘.
(3) 𝐴0 ∶= ker Γ0 is a selfadjoint extension of 𝐴.
A triple Π =
{, Γ0, Γ1} with, Γ as above, is called:
1. isometric boundary triple for 𝐴∗, if (1) holds, see [26];
2. unitary boundary triple for 𝐴∗, if (1), (2) hold, see [28];
3. essentially unitary boundary triple for 𝐴∗, if the closure of Γ ∶ 𝐴∗ → 2 is single-valued and it satisfies (1), (2) on the
domain 𝐴∗ = domΓ, see [25, 47];
4. ordinary boundary triple for 𝐴∗, if 𝐴∗ = 𝐴∗, (1) holds, and Γ ∶ 𝐴∗ → 2 is surjective, see [33, 38, 50];
5. 𝐵-generalized boundary triple for 𝐴∗, if (1), (3) hold and Γ0 ∶ 𝐴∗ →  is surjective, see [33];
6. 𝐸𝑆-generalized boundary triple for 𝐴∗, if (1), (2) hold and 𝐴0 is essentially selfadjoint, see [26];
7. quasi-boundary triple for 𝐴∗, if (1), (3) hold and the range of Γ ∶ 𝐴∗ → 2 is dense in2, see [12].
Definition 1.2 [31, 32]. The abstract Weyl function and the 𝛾-field of 𝐴, corresponding to a unitary boundary triple
Π =
{, Γ0, Γ1} are defined by
𝑀(𝜆)Γ0 𝑓𝜆 = Γ1𝑓𝜆, 𝛾(𝜆)Γ0 𝑓𝜆 = 𝑓𝜆, 𝜆 ∈ 𝜌
(
𝐴0
)
,
where
𝑓𝜆 ∈ ?ˆ?𝜆(𝐴∗) ∶=
{(
𝑓𝜆
𝜆𝑓𝜆
)
∶ 𝑓𝜆 ∈ ℌ
}
∩ 𝐴∗.
Recall that[] (resp.()) denotes the Nevanlinna class of all operator valued holomorphic functions on ℂ+ with
values in the set of bounded dissipative (resp. maximal dissipative, not necessarily bounded) linear operators in . In
addition, a Nevanlinna function 𝑀(𝜆), 𝜆 ∈ ℂ ⧵ ℝ, which admits a holomorphic continuation to the negative real line
(−∞, 0) (in the resolvent sense) and whose values𝑀(𝑥) are nonnegative (nonpositive) selfadjoint operators for all 𝑥 < 0
is called a Stieltjes function (an inverse Stieltjes function, respectively).
The set of Weyl functions corresponding to unitary boundary triples coincides with the set
𝑠() ∶= {𝐹(⋅) ∈ () ∶ Im(𝐹(𝑖)ℎ, ℎ) = 0⟹ ℎ = 0, ℎ ∈ dom𝐹(𝑖)} (1.2)
of strict Nevanlinna functions, see [28, Theorem 3.9]. Notice, that the set ofWeyl functions corresponding to𝐵-generalized
boundary triples coincides with the class 𝑠[] ∶= 𝑠() ∩[], see [33, Theorem 6.1]. Weyl functions 𝑀(⋅)
corresponding to 𝑆-generalized boundary triples are characterized by the following domain invariance property, see
[30, Theorem 7.39], [26, Theorem 1.12].
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Theorem 1.3. Let Π =
{, Γ0, Γ1} be a unitary boundary triple for 𝐴∗ and let 𝑀(⋅) and 𝛾(⋅) be the corresponding Weyl
function and 𝛾-field, respectively. Then the following statements are equivalent:
(i) 𝐴0 = ker Γ0 is selfadjoint, i.e.Π is an 𝑆-generalized boundary triple;
(ii) 𝐴∗ = 𝐴0 +ˆ ?ˆ?𝜆 and 𝐴∗ = 𝐴0 +ˆ ?ˆ?𝜇 for some (equivalently for all) 𝜆 ∈ ℂ+ and 𝜇 ∈ ℂ−;
(iii) 𝑀(⋅) is domain invariant and dom𝑀(𝜆) = dom𝑀(𝜇) = ran Γ0 for all 𝜆 ∈ ℂ+ and all 𝜇 ∈ ℂ−;
(iv) 𝛾(𝜆) and 𝛾(𝜇) are bounded and densely defined in for some (equivalently for all) 𝜆 ∈ ℂ+ and 𝜇 ∈ ℂ−;
(v) Im𝑀(𝜆) is bounded and densely defined for some (equivalently for all) 𝜆 ∈ ℂ ⧵ ℝ;
(vi) the Weyl function𝑀(⋅) belongs to𝑠() and it admits a representation
𝑀(𝜆) = 𝐸 +𝑀0(𝜆), 𝑀0(⋅) ∈ [], 𝜆 ∈ ℂ ⧵ ℝ, (1.3)
where 𝐸 = 𝐸∗ is a selfadjoint (in general unbounded) operator in.
To characterize the class of 𝐸𝑆-generalized boundary triples in terms of the corresponding Weyl functions we associate
with each𝑀(⋅) ∈ () a family of nonnegative quadratic forms 𝔱′
𝑀(𝜆)
in:
𝔱′
𝑀(𝜆)
[𝑢, 𝑣] ∶=
1
𝜆 − ?̄?
[(𝑀(𝜆)𝑢, 𝑣) − (𝑢,𝑀(𝜆)𝑣)], 𝑢, 𝑣 ∈ dom(𝑀(𝜆)), 𝜆 ∈ ℂ ⧵ ℝ. (1.4)
According to [26, Theorem 1.14], Weyl functions 𝑀(⋅) corresponding to 𝐸𝑆-generalized boundary triples are character-
ized by the following form domain invariance property: 𝔱′
𝑀(𝜆)
is closable for each 𝜆 ∈ ℂ± and the domain of its closure
𝔱𝑀(𝜆) ∶= 𝔱
′
𝑀(𝜆)
1, called the form domain of the Weyl function 𝑀(⋅), does not depend on 𝜆 ∈ ℂ±. In this case dom𝑀(𝜆)
may, or may not, depend on 𝜆 ∈ ℂ ⧵ ℝ, while for 𝑆-generalized boundary triples the equality dom𝑀(𝜆) = ran Γ0 follows
from the decomposition 𝐴∗ = 𝐴0 +ˆ ?ˆ?𝜆 in Theorem 1.3 (ii) and hence the Weyl function is always domain invariant and
then also form domain invariant by [26, Proposition 5.30], see also [24] for general invariance results on operator-valued
Nevanlinna functions. For an 𝐸𝑆-generalized, but not 𝑆-generalized, boundary triple 𝐴0 is only essentially selfadjoint
and then one has just strict inclusions 𝐴∗ ⫋ 𝐴0 +ˆ ?ˆ?𝜆. Therefore, the equality dom𝑀(𝜆) = ran Γ0 is violated and a strict
inclusion dom𝑀(𝜆) ⫋ ran Γ0 holds; cf. discussions following [26, Theorems 1.13, 1.14]. Another characteristic difference
between 𝑆-generalized and 𝐸𝑆-generalized boundary triples appears in the 𝛾-field: by Theorem 1.3 (iv) for 𝑆-generalized
boundary triple 𝛾(𝜆) is a bounded operator for all 𝜆 ∈ ℂ ⧵ ℝ, while for 𝐸𝑆-generalized boundary triple 𝛾(𝜆) is, in gen-
eral, an unbounded operator, which is closable for all 𝜆 ∈ ℂ ⧵ ℝ. Furthermore, as shown in [26, Theorem 5.24] for 𝐸𝑆-
generalized boundary triples the form domain of the Weyl function𝑀(⋅) is directly connected to the closures of 𝛾(𝜆) and
Γ0 ∶ 𝐴∗ →  by the following characteristic identities:
dom 𝔱𝑀(𝜆) = dom𝛾(𝜆) = ran Γ0.
These facts will be demonstrated in concrete boundary value problems: for Laplace operators on smooth domains in
Theorem 3.1, where the form domain of theWeyl function associatedwith the Kreı˘n–vonNeumann Laplacian is described
explicitly; see (3.13). Similarly it is shown that 𝐸𝑆-generalized boundary triples occur naturally when describing mathe-
matical models for various physical phenomena involving Schrödinger, Dirac, and momentum operators with local point
interactions; cf. [3, 35]. In particular, in Proposition 4.8 such an 𝐸𝑆-generalized boundary triple occurs in the connection
withmomentum operators. It is shown therein that the domain and the form domain of the associatedWeyl function𝑀(⋅)
admit the following explicit descriptions:
dom𝑀(𝜆) = 𝑙2
(
ℕ;
{
𝑑−2𝑛
})
= dom 𝔱′
𝑀(𝜆)
⫋ dom 𝔱𝑀(𝜆) = 𝑙
2(ℕ;{𝑑−1𝑛 }) = ranΓ0, 𝜆 ∈ ℂ±;
see (4.13), (4.14). Here 𝑋 =
{
𝑥𝑛
}∞
1 ⊂ ℝ+ is a strictly increasing sequence of point interactions satisfying two condi-
tions lim𝑛→∞ 𝑥𝑛 = ∞ and 𝑑∗ ∶= inf𝑛∈ℕ 𝑑𝑛 = 0; here 𝑑𝑛 = 𝑥𝑛 − 𝑥𝑛−1 > 0. Similar explicit descriptions for the domain
1 This notation is much better suited for applications than the notation in [26, (1.14)], where 𝔱𝑀(𝜆) was used for the nonclosed form (1.4).
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and form domain of the function𝑀(𝜆) are also presented for local point interactions involving Schrödinger operators in
Theorem 4.10, see formulas (4.19)–(4.21), as well as in the case of Dirac operators in Proposition 4.19; see (4.48), (4.49).
Here is a short description of the contents of Part II. Section 2 contains a couple of further useful results which
are of preparatory nature for applications of unitary and, in particular, 𝐸𝑆-generalized boundary triples. Namely, it is
shown how certain simple transforms of 𝐵-generalized boundary triples generate 𝐸𝑆-generalized boundary triples; see
Theorems 2.1, 2.2. On the other hand, by applying some proper renormalization procedures for 𝐸𝑆-generalized bound-
ary triples one can produce more regularly behaving boundary mappings; cf. Theorem 2.6. The key to find appropriate
kind of transforms and renormalization procedures is based on the behaviour of the corresponding Weyl functions under
such transforms, and hence these constructions are basically motivated by the analytic properties of the associated Weyl
functions. The connection of various classes of boundary pairs for nonnegative forms as defined in Post [62] to various
subclasses of generalized boundary triples is established in Theorem 2.16. For instance, we show that the so-called ellipti-
cally regular boundary pair as introduced in [62] generates an 𝑆-generalized boundary triple with a nonnegative operator
𝐴 and vice versa.
Section 3 is devoted to applications of the general results in the PDE setting by treating Laplace operators in smooth
bounded domain in Theorem 3.1 and for Lipschitz domains in Proposition 3.7. Mixed boundary value problems for
Laplacian are also considered and again an 𝐸𝑆-generalized boundary triple occurs in the connection of so-called Zaremba
Laplacian; see Theorem 3.5. Laplacian on rough domains is shown to lead to a multivalued boundary mapping Γ and
its multivalued transposed mapping Γ⊤ (called here unitary boundary pairs) where the corresponding Weyl function can
even be multivalued; see Theorem 3.12.
In Section 4 spectral problems formomentum, Schrödinger andDirac operators with local point interactions are treated
from the point of view of boundary triples technique. The new subclasses of generalized boundary triples from Part I and
the corresponding analytic properties of associatedWeyl functions allow to complete the results of [22, 52, 53], and [58]. In
particular, it is shown, see Proposition 4.8, Theorem 4.10, and Proposition 4.19, that in each of these three cases the Weyl
function is domain invariant and form domain invariant and we describe explicitly all of these domains. In these applica-
tions to local point interactions the underlying abstract results become demonstrated in a concrete way and the obtained
results simultaneously allow, for instance, a straightforward verification of the specific properties of the corresponding
Weyl functions associated with the different types of generalized boundary triples occurring therein.
We devote this paper to our dear friend and excellent mathematician Hagen Neidhardt who passed away in March,
2019. One of us collaborated with Hagen a lot in applications of boundary triples technique to the spectral and scattering
theory. It is a great loss for us as well as for the whole spectral theory community.
2 SOME CLASSES OF 𝑬𝑺-GENERALIZED BOUNDARY TRIPLES
2.1 Transforms of 𝑩-generalized boundary triples
Let Π =
{, Γ0, Γ1} be an isometric (or unitary) boundary triple for 𝐴∗ with domain 𝐴∗. Then Π⊤ = {, Γ⊤0 , Γ⊤1 } ∶={, Γ1, −Γ0} defines the so-called transposed boundary triple for 𝐴∗. It is well known that in the particular case of an
ordinary boundary triple Π =
{, Γ0, Γ1} for 𝐴∗, also the transposed boundary triple Π⊤ is an ordinary boundary triple
for 𝐴∗. Moreover, if𝑊 is any bounded 𝐽 -unitary operator, then the composition(
Γ𝑊0
Γ𝑊1
)
= 𝑊
(
Γ0
Γ1
) (
𝐽 =
(
0 −𝑖𝐼
𝑖𝐼 0
))
generates also an ordinary boundary triple
{, Γ𝑊0 , Γ𝑊1 } for 𝐴∗ and, conversely, all ordinary boundary triples of 𝐴∗ are
connected via some 𝐽-unitary operator𝑊 to each other in this way; cf. [27, 29, 33], see also [11, 34, 48].
The situation changes essentially when
{, Γ0, Γ1} is not an ordinary boundary triple for 𝐴∗. In this section we treat
the simplest case of a 𝐵-generalized boundary triple and show that a simple 𝐽-unitary transform can produce a bound-
ary triple for 𝐴∗ which is not 𝐵-generalized and not even 𝑆-generalized. More precisely, the next result shows how any
𝐵-generalized boundary triple
{, Γ0, Γ1} for 𝐴∗, which is not an ordinary boundary triple, can be transformed to an
𝐸𝑆-generalized boundary triple, whose 𝛾-field becomes unbounded.
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Theorem 2.1. Let
{, Γ0, Γ1} be a 𝐵-generalized boundary triple for𝐴∗ with𝐴∗ = domΓ ⊂ 𝐴∗,𝐴∗ ≠ 𝐴∗, let𝑀(⋅) and 𝛾(⋅)
be the corresponding Weyl function and 𝛾-field, and let 𝐴0 = ker Γ0. Then:
(i) for every fixed 𝜈 ∈ ℂ ⧵ ℝ the transform (
Γ𝜈0
Γ𝜈1
)
=
(
−Re𝑀(𝜈) 𝐼
−𝐼 0
)(
Γ0
Γ1
)
defines a unitary boundary triple for 𝐴∗ whose Weyl function and 𝛾-field are given by
𝑀𝜈(𝜆) = −(𝑀(𝜆) − Re𝑀(𝜈))
−1, 𝛾𝜈(𝜆) = 𝛾(𝜆)(𝑀(𝜆) − Re𝑀(𝜈))
−1, (2.1)
and, moreover,𝑀𝜈(𝜆) and 𝛾𝜈(𝜆) are unbounded operators for every 𝜆 ∈ ℂ ⧵ ℝ;
(ii)
{, Γ𝜈0, Γ𝜈1} is an 𝐸𝑆-generalized boundary triple for𝐴∗ with domΓ𝜈 = 𝐴∗ and, hence,𝑀𝜈(𝜆) is form domain invariant
and 𝛾𝜈(𝜆) is closable for every 𝜆 ∈ ℂ ⧵ ℝ;
(iii) the Weyl function𝑀𝜈(⋅) (equivalently the 𝛾-field 𝛾𝜈(⋅)) is domain invariant on ℂ ⧵ ℝ if and only if
𝔑𝜇(𝐴∗) ⊂ ran
(
𝐴0,𝜈 − 𝜆
)
for all 𝜆, 𝜇 ∈ ℂ ⧵ ℝ, where 𝐴0,𝜈 = ker Γ𝜈0 .
Proof.
(i) & (ii) Since
{, Γ0, Γ1} is a 𝐵-generalized boundary triple for 𝐴∗, we have𝑀 ∈ 𝑠[], see [28, Proposition 5.7], i.e.,
𝑀 is a strict Nevanlinna function whose values 𝑀(𝜆) are bounded operators on  with ker Im𝑀(𝜆) = 0 for
every 𝜆 ∈ 𝜌
(
𝐴0
)
. In particular, the real part Re𝑀(𝜈) is a bounded operator when 𝜆 ∈ 𝜌
(
𝐴0
)
. Therefore, Γ𝜈 is a
standard 𝐽 -unitary transform of Γ. According to [29, Proposition 3.11] this implies that Γ𝜈 is a unitary boundary
triple (a boundary relation in the terminology of [29]) with domΓ𝜈 = domΓwhoseWeyl function and 𝛾-field are
given by (2.1). The assumption 𝐴∗ ≠ 𝐴∗ is equivalent to ran Γ ≠ 2 and therefore 0 ∉ 𝜌(Im𝑀(𝜆)), 𝜆 ∈ 𝜌(𝐴0);
see [28, Section 2]. It follows from (2.1) that
𝑀𝜈(𝜈) = 𝑖(Im𝑀(𝜈))
−1 = −𝑀𝜈(𝜈)
∗ (2.2)
and then (1.1) shows that for all ℎ, 𝑘 ∈ dom𝑀𝜈(𝜈) = dom𝛾𝜈(𝜈),
(𝜈 − ?̄?)
(
𝛾𝜈(𝜈)ℎ, 𝛾𝜈(𝜈)𝑘
)
ℌ =
(
𝑀𝜈(𝜈)ℎ, 𝑘
)
 −
(
ℎ,𝑀𝜈(𝜈)𝑘
)
 = 2𝑖
(
(Im𝑀(𝜈))−1ℎ, 𝑘
)
 .
Hence, 𝑀𝜈(𝜈) and 𝛾𝜈(𝜈) are unbounded operators at the point 𝜈 ∈ ℂ ⧵ ℝ. In this case 𝑀𝜈(𝜆) is an unbounded
operator for all 𝜆 ∈ ℂ ⧵ ℝ; see [28, Proposition 4.18].
Next consider the 𝛾-field 𝛾𝜈(⋅). Since𝑀(𝜆) − Re𝑀(𝜈) is bounded, it follows from (2.1) that
𝛾𝜈(𝜆)
∗ =
(
𝑀
(
?̄?
)
− Re𝑀(𝜈)
)−1
𝛾(𝜆)∗, 𝜆 ∈ ℂ ⧵ ℝ.
This combined with (2.2) shows that
𝛾𝜈(𝜈)
∗ = 𝑖(Im𝑀(𝜈))−1𝛾(𝜈)∗, 𝛾𝜈(?̄?)
∗ = −𝑖(Im𝑀(𝜈))−1𝛾(?̄?)∗. (2.3)
Since
𝛾(𝜈)∗𝛾(𝜈) = 𝛾(?̄?)∗𝛾(?̄?) = (Im𝜈)−1Im𝑀(𝜈),
it follows from (2.3) that
ran 𝛾(𝜈) ⊕ ker 𝛾(𝜈)∗ ⊂ dom𝛾𝜈(𝜈)
∗, ran 𝛾(?̄?) ⊕ ker 𝛾(?̄?)∗ ⊂ dom𝛾𝜈(?̄?)
∗.
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Hence, 𝛾𝜈(𝜈)∗ and 𝛾𝜈(?̄?)∗ are densely defined operators, whichmeans that 𝛾𝜈(𝜈) and 𝛾𝜈(?̄?) are closable operators.
According to [26, Theorem 1.14] 𝐴0,𝜈 = ker Γ𝜈0 is essentially selfadjoint and the assertions in (ii) hold. The fact
that 𝛾𝜈(𝜆), 𝜆 ∈ ℂ ⧵ ℝ , is an unbounded operator is seen e.g. from [26, Equation (5.36)]. Thus, (i) is proven.
(iii) This assertion is obtained directly from [26, Proposition 3.11].
□
Theorem 2.1 will now be specialized to a situation that appears often in system theory and in PDE settingwhere typically
the underlying minimal symmetric operator 𝐴 is nonnegative; the simplest situation occurs when the lower bound is
positive. The first part of the next result follows the general formulation given in [30, Proposition 7.41]whichwasmotivated
by the papers of V. Ryzhov; see [63] and the references therein.
Theorem 2.2. Let𝐴0 be a selfadjoint relation inℌwith ker𝐴0 = {0}, let𝐸 be a selfadjoint operator in, and let the operator
𝐺 ∶  → ℌ be bounded and everywhere defined with ker𝐺 = {0}. Moreover, let
𝐴∗ =
{{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∶ 𝑓′ ∈ ran𝐴0, 𝜑 ∈ dom𝐸
}
(2.4)
and define the operators Γ0, Γ1 ∶ 𝐴∗ →  by
Γ0 𝑓 = 𝜑, Γ1𝑓 = 𝐺
∗𝑓′ + 𝐸𝜑; 𝑓 =
{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∈ 𝐴∗. (2.5)
Then:
(i) Π =
{, Γ0, Γ1} is an 𝑆-generalized boundary triple for𝐴∗ = 𝐴∗ with ker Γ0 = 𝐴0. For 𝜆 ∈ 𝜌(𝐴0) and 𝜑 ∈ dom𝐸 the
corresponding 𝛾-field and the Weyl function are given by
𝛾(𝜆)𝜑 =
(
𝐼 − 𝜆𝐴−10
)−1
𝐺𝜑, 𝑀(𝜆)𝜑 = 𝐸𝜑 + 𝜆𝐺∗
(
𝐼 − 𝜆𝐴−10
)−1
𝐺𝜑;
(ii) Π is a 𝐵-generalized boundary triple for 𝐴∗ if and only if 𝐸 is bounded;
(iii) Π is an ordinary boundary triple for𝐴∗ if and only if 𝐸 is bounded and 𝐺∗
(
ran𝐴0
)
= , in particular, then ran𝐺 must
be closed;
(iv) the transform
{
Γ1 − 𝐸Γ0, −Γ0
}
defines an essentially unitary boundary triple for 𝐴∗ whose unitary closure
Π˜ =
{, Γ˜0, Γ˜1} is given by(
Γ˜0
Γ˜1
)
𝑓 =
(
𝐺∗𝑓′
−𝜑
)
, 𝑓 ∈ dom Γ˜ =
{{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∶ 𝑓′ ∈ ran𝐴0, 𝜑 ∈ }, (2.6)
and whose Weyl function and 𝛾-field are given by
?˜?(𝜆) = −
(
𝑀0(𝜆)
)−1
, 𝛾(𝜆) = 𝛾(𝜆)
(
𝑀0(𝜆)
)−1
, where (2.7)
𝑀0(𝜆) = (𝑀(𝜆) − 𝐸) = 𝜆𝐺
∗(𝐼 − 𝜆𝐴−10 )−1𝐺, 𝛾(𝜆) = (𝐼 − 𝜆𝐴−10 )−1𝐺,
and, moreover, the transposed boundary triple Π˜⊤ is 𝐵-generalized with the Weyl function𝑀0(⋅);
(v) if 0 ∈ 𝜌
(
𝐴0
)
then Π˜ is an 𝐸𝑆-generalized boundary triple for𝐴∗ and it is 𝑆-generalized if and only if ran𝐺 is closed, or
equivalently, dom Γ˜ in (2.6) is closed, i.e., if and only ifΠ is an ordinary boundary triple;
(vi) the Weyl function ?˜? (equivalently the 𝛾-field 𝛾(⋅)) is domain invariant on ℂ ⧵ ℝ if and only if
ran 𝑃𝐺
(
𝐼 − 𝜇𝐴−10
)−1
𝐺 = ran𝑃𝐺
(
𝐼 − 𝜆𝐴−10
)−1
𝐺 for all 𝜆, 𝜇 ∈ ℂ ⧵ ℝ, (2.8)
where 𝑃𝐺 stands for the orthogonal projection onto ran𝐺.
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Proof.
(i) It was proved in [30, Prop. 7.41] that Π is a unitary boundary triple for 𝐴∗ = 𝐴∗ and for (i) it suffices to note
that ker Γ0 = 𝐴0 is selfadjoint by assumption. Hence, Π is an 𝑆-generalized boundary triple.
(ii) & (iii) The formula for Γ0 shows that ran Γ0 =  precisely when dom𝐸 =  or equivalently, 𝐸 is bounded. Since(
Γ0
Γ1
)
𝑓 =
(
𝐼 0
𝐸 𝐺∗
)(
𝜑
𝑓′
)
=
(
𝐼 0
𝐸 𝐼
)(
𝐼 0
0 𝐺∗
)(
𝜑
𝑓′
)
(2.9)
and in the last product the triangular operator is bounded with bounded inverse when 𝐸 is bounded, we
conclude that ran Γ =  × if and only if dom𝐸 =  and the diagonal operator in (2.9) is surjective, i.e.,
𝐺∗
(
ran𝐴0
)
= ; in this case ran𝐺∗ =  and ran𝐺 is closed.
(iv) It is clear from (2.5) that the transform
{
Γ1 − 𝐸Γ0, −Γ0
}
has the same domain 𝐴∗ as Γ. Moreover, using (2.5)
it is straightforward to check that the closure
{
Γ˜0, Γ˜1
}
= clos
{
Γ1 − 𝐸Γ0, −Γ0
}
is given by (2.6). In fact, the
transposed boundary triple
{
Γ˜1, −Γ˜0
}
is 𝑆-generalized and of the same form as Γ in (2.5) when 𝐸 = 0, i.e., in
view of (ii) it is even 𝐵-generalized. Applying (i) to this transposed boundary triple one also concludes that the
Weyl function and 𝛾-field of the boundary triple
{
Γ˜0, Γ˜1
}
are given by (2.7).
(v) It follows from (2.6) that 𝐴0 = ker Γ˜0 is given by
𝐴0 =
{{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∶ 𝑓′ ∈ ran𝐴0, 𝐺
∗𝑓′ = 0, 𝜑 ∈ }. (2.10)
Using graph expressions one can write𝐴0 = 𝐴0 ∩ ( × ker𝐺∗) +ˆ (ran𝐺 × {0}) and now using the properties of
adjoints it is seen that
𝐴∗0 = clos
(
𝐴0+ˆ ran𝐺 × {0}
)
∩ ( × ker𝐺∗).
Observe that 𝐴0 ∩ (ran𝐺 × {0}) = 0, since ker��0 = {0}. If 0 ∈ 𝜌
(
𝐴0
)
then 𝐴0+ˆ ran𝐺 × {0} is a closed subspace
ofℌ2 and this implies that𝐴∗0 = 𝐴0. Hence,𝐴0 is essentially selfadjoint. Since 0 ∈ 𝜌
(
𝐴0
)
, it is clear from (2.10)
that ran𝐺 is closed if and only if 𝐴0 = ker Γ˜0 is closed, or equivalently, dom Γ˜ in (2.6) is closed.
(vi) Using for 𝐴0 the formula (2.10) and the equalities 𝔑𝜇
(
dom Γ˜
)
= ran 𝛾(𝜇) = ran 𝛾(𝜇) the domain invari-
ance condition in [26, Proposition 3.11] can be rewritten as follows: for every ℎ ∈  there exist ℎ0 ∈  and
𝑓′ ∈ ran𝐴0 ∩ ker𝐺
∗ such that (
𝐼 − 𝜇𝐴−10
)−1
𝐺ℎ =
(
𝐼 − 𝜆𝐴−10
)
𝑓′ + 𝐺ℎ0
or, equivalently, (
𝐼 − 𝜆𝐴−10
)−1(
𝐼 − 𝜇𝐴−10
)−1
𝐺ℎ = 𝑓′ +
(
𝐼 − 𝜆𝐴−10
)−1
𝐺ℎ0, 𝜇, 𝜆 ∈ ℂ ⧵ ℝ.
Applying resolvent identity to the product term it is seen that the previous condition is equivalent to(
𝐼 − 𝜇𝐴−10
)−1
𝐺ℎ = 𝑓′1 +
(
𝐼 − 𝜆𝐴−10
)−1
𝐺ℎ1, (2.11)
for some ℎ1 ∈  and 𝑓′1 ∈ ran𝐴0 ∩ ker𝐺∗. This condition is equivalent to the inclusion
ran 𝑃𝐺
(
𝐼 − 𝜇𝐴−10
)−1
𝐺 ⊂ ran𝑃𝐺
(
𝐼 − 𝜆𝐴−10
)−1
𝐺.
Since 𝜆, 𝜇 ∈ ℂ ⧵ ℝ are arbitrary, this last condition coincides with the condition (2.8). □
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Remark 2.3.
(i) The boundary triples Γ and Γ˜ are completely determined by 𝐴0 (= ker Γ0 = ker Γ˜1) and the operators 𝐺 and 𝐸 = 𝐸∗.
If, in particular, 0 ∈ 𝜌
(
𝐴0
)
, then theWeyl function ?˜?(⋅) in (2.7) is formdomain invariant (see [26, Theorem 1.14]) and
the 𝛾-field 𝛾(⋅) and the Weyl function𝑀(⋅) as well as ?˜?(⋅) (in the resolvent sense) admit holomorphic continuations
to the origin 𝜆 = 0 with
𝛾(0) = 𝐺, 𝑀(0) = 𝐸.
If, in addition, 𝐸 is bounded and 𝐺 has closed range, then Γ˜ =
{
Γ1 − 𝐸Γ0, −Γ0
}
is an ordinary boundary triple and
the condition (2.8) is satisfied. Indeed, in this case dom𝑀(𝜆) = ran𝑀0(𝜆) =  for all 𝜆 ∈ ℂ ⧵ ℝ.
(ii) If𝐸 is bounded, no closure is needed in part (iv), i.e., Γ˜ =
{
Γ1 − 𝐸Γ0, −Γ0
}
. In this case, Γ is a𝐵-generalized boundary
triple and Theorem 2.2 can be seen as an extension of Theorem 2.1 to a point on the real line. Here the results are
formulated for 𝜈 = 0. They can easily be reformulated also for 𝜈 ∈ ℝ. In addition, for 𝜈 = ∞ the results in Theorem2.2
can be translated to analogous results for range perturbations (instead of domain perturbations as in Theorem 2.2);
for general background see [30, Section 7.5]. For 𝜈 = ∞ the operator 𝐸 appears as the limit value 𝑀(∞), while 𝐴0
and 𝐴∗ should be replaced by their inverses; see (2.15).
(iii) The criterion (2.8) for domain invariance of ?˜? can be derived also directly using dom?˜?(𝜆) = ran𝑀0(𝜆) and the
explicit formula for𝑀0(𝜆) given in part (iv) of Theorem 2.2; see also the equivalent condition in (2.11).
When
{, Γ0, Γ1} is not an ordinary boundary triple for 𝐴∗, the condition (2.8) fails to hold in general. In particular, if
ran𝐴0 ∩ ker𝐺
∗ = {0} (if e.g. ker𝐺∗ = {0}), then the condition (2.8) is equivalent to
ran
(
𝐼 − 𝜇𝐴−10
)−1
𝐺 = ran
(
𝐼 − 𝜆𝐴−10
)−1
𝐺 for all 𝜆, 𝜇 ∈ ℂ ⧵ ℝ. (2.12)
Multiplying this identity from the left by 𝜇
𝜆
(
𝐼 − 𝜆𝐴−10
)
it is seen that (2.12) implies
ran
(
𝐼 − 𝜇𝐴−10
)−1
𝐺 ⊂ ran𝐺 for all 𝜇 ∈ ℂ ⧵ ℝ. (2.13)
Similarly it can be seen that (2.13) implies (2.12). Thus, if ran𝐴0 ∩ ker𝐺∗ = {0} then ?˜? is domain invariant if and only if
the operator range ran𝐺 is invariant under the resolvent
(
𝐼 − 𝜇𝐴−10
)−1 for all 𝜇 ∈ ℂ ⧵ ℝ.
Corollary 2.4. Assume that 𝐴0, 𝐸 and 𝐺 are as in Theorem 2.2 and that ran𝐴0 ∩ ker𝐺∗ = {0} and mul𝐴0 = {0}. If
𝐴 = (𝐴∗)
∗ is densely defined, then the function ?˜?(⋅) defined in (2.7) is not domain invariant.
Proof. Since ran𝐴0 ∩ ker𝐺∗ = {0}, ?˜?(⋅) is domain invariant if and only if (2.13) holds. In other words, for every 𝜑 ∈ 
there exists ℎ ∈  such that (𝐼 − 𝜇𝐴−10 )−1𝐺𝜑 = 𝐺ℎ, or, equivalently,(
𝐼 + 𝜇
(
𝐴0 − 𝜇
)−1)
𝐺𝜑 = 𝐺ℎ ⇔ 𝜇
(
𝐴0 − 𝜇
)−1
𝐺𝜑 = 𝐺(ℎ − 𝜑). (2.14)
If 𝐴 is densely defined, then 𝐴∗ ⊃ 𝐴∗ is an operator. Since ker𝐴0 = {0} one concludes from (2.4) that 𝐴∗ is an operator
if and only if dom𝐴0 ∩ ran𝐺 = {0}. This condition applied to (2.14) implies that 𝜑 = 0 and ℎ − 𝜑 = 0, since ker𝐺 = {0}.
This proves the claim. □
If 𝐴0 in Theorem 2.2 is nonnegative, one can specify further the type of the Weyl function as follows.
Corollary 2.5. Assume that in Theorem 2.2 𝐴0 = 𝐴∗0 ≥ 0 and 𝐸 = 𝐸∗ ≤ 0. Then the Weyl functions
𝑀(𝜆)𝜑 = 𝐸𝜑 + 𝜆𝐺∗
(
𝐼 − 𝜆𝐴−10
)−1
𝐺𝜑, 𝑀0(𝜆) = 𝜆𝐺
∗(𝐼 − 𝜆𝐴−10 )−1𝐺, 𝜆 ∈ 𝜌(𝐴0),
are domain invariant inverse Stieltjes functions, while ?˜?(⋅) = −𝑀0(⋅)−1 in (2.7) is a Stieltjes function.
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Proof. Since 𝐴0 is nonnegative and selfadjoint with ker𝐴0 = {0} and 𝐸 = 𝐸∗ ≤ 0, the Weyl function
𝑀(𝜆) = 𝐸 + 𝜆𝐺∗
(
𝐼 − 𝜆𝐴−10
)−1
𝐺
admits a holomorphic extrapolation to the negative real line and, moreover,
𝑀(𝑥) = 𝐸 + 𝑥𝐺∗
(
𝐼 − 𝑥𝐴−10
)−1
𝐺 = 𝑀(𝑥)∗ ≤ 0 for all 𝑥 < 0.
Consequently 𝑀(⋅) and 𝑀0(⋅) are inverse Stieltjes functions. Moreover, ker𝑀(𝑥) = {0} and ker𝑀0(𝑥) = {0}, since
ker𝐺 = {0}. In view of (
?˜?(𝜆) − 𝜇𝐼
)−1
= −
(
𝐼 + 𝜇𝑀0(𝜆)
)−1
𝑀0(𝜆), 𝜇 ∈ ℂ ⧵ ℝ,
also the function ?˜?(⋅) = −𝑀0(⋅)−1 admits a holomorphic extrapolation to the negative real line with nonnegative
selfadjoint values therein, i.e., it is a Stieltjes function. □
Let us also mention that analogously the function ?ˆ?(𝜆) = −𝑀(1∕𝜆) = 𝐺∗
(
𝐴−10 − 𝜆
)−1
𝐺 − 𝐸 admits a holomorphic
continuation to the negative real line and
?ˆ?(𝑥) = 𝐺∗
(
𝐴−10 − 𝑥
)−1
𝐺 − 𝐸 = 𝑀(𝑥)∗ ≥ 0 for all 𝑥 < 0 (2.15)
with ker ?ˆ?(𝑥) = {0}. Hence, ?ˆ?(⋅) is a Stieltjes function and the transposed function ?ˆ?⊤(⋅) = −?ˆ?(⋅)−1 is an inverse Stieltjes
function. Observe, that ?ˆ?(⋅) is the Weyl function of the boundary triple
{, Γˆ0, Γˆ1} given by
Γˆ0 𝑓 = 𝜑, Γˆ1𝑓 = −𝐺
∗𝑓′ − 𝐸𝜑; 𝑓 =
{
𝑓′, 𝐴−10 𝑓
′ + 𝐺𝜑
}
∈ 𝑇−1
with ker Γˆ0 = 𝐴−10 and ker Γˆ1 = 𝐴
−1
1 .
We now assume that 0 ∈ 𝜌
(
𝐴0
)
and make explicit the renormalization procedure as described in [26, Theorem 5.32]
in the case of the 𝐸𝑆-generalized boundary triple Π˜ in Theorem 2.2 (v). This also yields a representation for the form
domain invariant Weyl function ?˜?(⋅) in (2.7); cf. [26, Prop. 5.34]. To state the result decompose the bounded inverse 𝐴−10
according toℌ = ran𝐺 ⊕ (ran𝐺)⟂ as 𝐴−10 =
(
𝐴−
𝑖𝑗
)2
𝑖,𝑗=1
. This generates the following expression for an associated Schur
complement of the resolvent
(
𝐴−10 − 1∕𝜆
)−1,
𝑆0(𝜆) = 𝐴
−
11 − 1∕𝜆𝐼 −
(
𝐴−21
)∗(
𝐴−22 − 1∕𝜆𝐼
)−1
𝐴−21, 𝜆 ∈ 𝜌
(
𝐴0
)
. (2.16)
Theorem 2.6. Let the notations and assumptions be as in Theorem 2.2 and, moreover, let 0 ∈ 𝜌
(
𝐴0
)
and assume that
ran𝐺 is not closed, so that the 𝐸𝑆-generalized boundary triple Π˜ is not an 𝑆-generalized (or ordinary) boundary triple; see
Theorem 2.2 (v). Then:
(i) the closure of the 𝛾-field 𝛾 satisfies dom𝛾(𝜆) = ran𝐺∗, 𝜆 ∈ 𝜌
(
𝐴0
)
;
(ii) the renormalized boundary triple Π𝑟 =
{
ran𝐺, Γ0, 𝑟, Γ1, 𝑟
}
, being constructed as in [26, Theorem 5.32], is an ordinary
boundary triple for 𝐴∗ = 𝐴0 +ˆ (ran𝐺 × {0}) and is determined by(
Γ0, 𝑟
Γ1, 𝑟
){
𝐴−10 𝑓
′ + ℎ, 𝑓′
}
=
(
𝑃𝐺𝑓
′
−ℎ
)
, 𝑓′ ∈ ℌ, ℎ ∈ ran𝐺, (2.17)
where 𝑃𝐺 denotes the orthogonal projection onto ran𝐺;
(iii) the Weyl function𝑀𝑟(⋅) of Π𝑟 coincides with the Schur complement in (2.16),
𝑀𝑟(𝜆) = 𝑆0(𝜆), 𝜆 ∈ 𝜌
(
𝐴0
)
,
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and the form domain invariant Weyl function ?˜?(⋅) in (2.7) has the form
?˜?(𝜆) = 𝐺−1𝑆0(𝜆)𝐺
−(∗), 𝜆 ∈ 𝜌
(
𝐴0
)
, (2.18)
where 𝐺(∗) is the adjoint when 𝐺 is treated as an operator from into ran𝐺.
Proof.
(i) By (v) Theorem 2.2𝛾(𝜆) = 𝛾(𝜆)
(
𝑀0(𝜆)
)−1. Using the expressions for𝑀0(𝜆) in (2.7) and 𝑆0(𝜆) in (2.16) one obtains
?˜?(𝜆) = 𝐺−1𝑆0(𝜆)𝐺
−(∗), 𝛾(𝜆) = −
(
𝐼 − 𝜆𝐴−10
)−1
𝐼ran𝐺𝑆0(𝜆)𝐺
−(∗), (2.19)
where 𝐺−(∗) stands for the inverse of 𝐺∗, when 𝐺∗ is treated as an injective mapping from ran𝐺 to . Since(
𝐼 − 𝜆𝐴−10
)−1, 𝐼ran𝐺 , and 𝑆0(𝜆) are bounded with bounded inverse for 𝜆 ∈ 𝜌(𝐴0), we conclude that the form domain
of ?˜?(𝜆) is equal to ran𝐺∗ and that the closure of the 𝛾-field is given by
𝛾(𝜆) =
1
𝜆
(
𝐴−10 −
1
𝜆
𝐼
)−1
𝑃𝐺𝑆0(𝜆)𝐺
−(∗) =
1
𝜆
⎛⎜⎜⎝
𝐼
−
(
𝐴−22 −
1
𝜆
𝐼
)−1
𝐴−21
⎞⎟⎟⎠𝐺−(∗),
𝜆 ∈ 𝜌
(
𝐴0
)
. Here the last identity uses the standard block formula for the inverse
(
𝐴−10 − 1∕𝜆
)−1.
(ii) The assumption 0 ∈ 𝜌
(
𝐴0
)
implies that the closure of dom Γ˜ is 𝐴∗ = 𝐴0 +ˆ (ran𝐺 × {0}). In view of (i) one can use
𝐺∗ ∶ ran𝐺 →  as the renormalizing operator in [26, Theorem 5.32]. Now in view of expression for Γ˜ in (2.6) this
renormalization gives the formula(
Γ0, 𝑟
Γ1, 𝑟
)
𝑓 =
(
𝑃𝐺𝑓
′
−𝐺𝜑
)
, 𝑓 ∈
{{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∶ 𝑓′ ∈ ℌ, 𝜑 ∈ }. (2.20)
The final expression for the renormalized boundary triple Π𝑟 is obtained by taking closure in (2.20); this leads to
(2.17), since 0 ∈ 𝜌
(
𝐴0
)
. Now clearly domΓ𝑟 = 𝐴∗ and ran Γ𝑟 = ran𝐺 × ran𝐺, i.e., Π𝑟 is an ordinary boundary triple
for 𝐴∗.
(iii) This follows from (2.19). For the equality𝑀𝑟(𝜆) = 𝑆0(𝜆) take the closure of 𝐺?˜?(𝜆)𝐺∗↾ ran𝐺.
□
According to Theorem 2.6 𝐴0, 𝑟 = ker Γ0, 𝑟 is selfadjoint. Clearly, 𝐴0, 𝑟 coincides with the closure of 𝐴0 = ker Γ˜0 in
Theorem 2.2; see (2.10). If, in particular, 𝐴0 is strictly positive, then 𝐴0, 𝑟 = ker Γ0, 𝑟 is the Kreı˘n–von Neumann extension
𝐴𝐾 of 𝐴 and we have the following identities
ker Γ˜0 = 𝐴0 = 𝐴0, 𝑟 = ker Γ0, 𝑟 = 𝐴 +ˆ (ran𝐺 × {0}) = 𝐴𝐾, (2.21)
where 𝐴 is the range restriction of 𝐴0: 𝐴 =
{{
𝐴−10 𝑓
′, 𝑓′
}
∶ 𝑓′ ∈ ℌ, 𝐺∗𝑓′ = 0
}
. Observe, that 𝐴 is densely defined if and
only if 𝐴∗ is an operator, i.e.,
dom𝐴 = ℌ ⇔ ran𝐺 ∩ dom𝐴0 = {0}.
By (2.18) ?˜?(⋅) is domain invariant if and only if the dense set 𝑆0(𝜆)−1(ran𝐺) does not depend on 𝜆; in the particular case
ker𝐺∗ = {0} this also leads to Corollary 2.4.
In Theorem 2.2 we regularized the 𝑆-generalized triple
{, Γ0, Γ1} via the transform {Γ0, Γ1 − 𝐸Γ0} before transposing
the mappings and closing up. In fact, the closure of this regularized triple clos
{
Γ0, Γ1 − 𝐸Γ0
}
is of the same form as Γ
in (2.5) with 𝐸 = 0 and it is 𝐵-generalized; see Theorem 2.2 (iv).
The next example shows what happens for the boundary triple
{, Γ0, Γ1} in Theorem 2.2 if it is transposed without
the indicated regularization of the mapping Γ1.
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Example 2.7. Let
{, Γ0, Γ1} be as defined in (2.5). Then ker Γ0 = 𝐴0 is the unperturbed relation and
𝐴1 =
{{
𝐴−10 𝑓
′ + 𝐺𝜑, 𝑓′
}
∶ 𝐺∗𝑓′ + 𝐸𝜑 = 0, 𝑓′ ∈ ran𝐴0, 𝜑 ∈ dom𝐸
}
,
𝐴 =
{{
𝐴−10 𝑓
′, 𝑓′
}
∶ 𝑓′ ∈ ker𝐺∗
}
=
{
{𝑓, 𝑓′} ∈ 𝐴0 ∶ 𝑓
′ ∈ ker𝐺∗
}
.
In particular, if 𝐴0 is an operator then 𝐴 is a range restriction of 𝐴0 to ker𝐺∗ with 𝑛±(𝐴) = dim (ran𝐺).
Now, assume that ker 𝐸 = {0} and ran𝐺∗ ∩ ran𝐸 = {0}. Then the identity 𝐺∗𝑓′ + 𝐸𝜑 = 0 implies that 𝐺∗𝑓′ = 𝐸𝜑 = 0
and, consequently, 𝜑 = 0 and this means that 𝐴1 = 𝐴. This means that 𝐴1 is not essentially selfadjoint and thus the
transposed boundary triple
{, Γ1, −Γ0} is not 𝐸𝑆-generalized. The corresponding Weyl function is given by
𝑀⊤(𝜆) = −
(
𝐸 + 𝜆𝐺∗
(
𝐼 − 𝜆𝐴−10
)−1
𝐺
)−1
and according to [26, Theorem 1.14] it cannot be form domain invariant.
If, in addition, ker𝐺∗ = {0}, then
dom𝑀⊤(𝜆) ∩ dom𝑀⊤(𝜇) = {0}, for all 𝜆 ≠ 𝜇, 𝜆, 𝜇 ∈ 𝜌(𝐴0).
To see this assume that
𝑔 =
(
𝐸 + 𝜆𝐺∗
(
𝐼 − 𝜆𝐴−10
)−1
𝐺
)
𝑓1 =
(
𝐸 + 𝜇𝐺∗
(
𝐼 − 𝜇𝐴−10
)−1
𝐺
)
𝑓2
holds for some 𝑔, 𝑓1, 𝑓2 ∈ . Then
𝐸
(
𝑓2 − 𝑓1
)
= 𝐺∗
[
𝜆
(
𝐼 − 𝜆𝐴−10
)−1
𝐺𝑓1 − 𝜇
(
𝐼 − 𝜇𝐴−10
)−1
𝐺𝑓2
]
(2.22)
and the assumptions ran𝐺∗ ∩ ran𝐸 = {0} and ker 𝐸 = {0} imply 𝑓1 = 𝑓2. Now ker𝐺∗ = {0} and an application of the
resolvent identity on the righthand side of (2.22) yields 𝑔 = 0.
If, in particular, 𝐴0 is a nonnegative selfadjoint operator with ker𝐴0 = {0} and 𝐸 = 𝐸∗ ≤ 0, then the function 𝑀(⋅) is
an inverse Stieltjes function and the transposed function𝑀⊤(⋅) = −𝑀(⋅)−1 is a Stieltjes function, which need not be form
domain invariant; cf. Corollary 2.5. Analogously the function
−𝑀(1∕𝜆) = 𝐺∗
(
𝐴−10 − 𝜆
)−1
𝐺 − 𝐸
is a Stieltjes function while𝑀(1∕𝜆)−1 is an inverse Stieltjes function, which need not be form domain invariant.
Finally, it should be mentioned that later, in Section 3, it is shown how the standard Dirichlet and Neumann trace oper-
ators on smooth, as well as on Lipschitz, domains can be included in the abstract boundary triple framework constructed
in Theorem 2.2; hence the previous results can be made explicit in PDE setting.
2.2 Graph continuity of boundary mappings
It is known that for a boundary triple
{, Γ0, Γ1} (as well as for a boundary pair {, Γ}, see [26, Definition 3.1]) to be
an ordinary boundary triple it is necessary and sufficient that both boundary mappings Γ0 and Γ1 are continuous on 𝐴∗
(with the graph norm on dom𝐴∗ in case𝐴 is densely defined). In general the mappings Γ0 and Γ1 both can be unbounded
when dim = ∞. In this section we establish analytic criteria for Γ0 or Γ1 to be continuous with the aid of the associated
Weyl function. Recall that the kernels𝐴0 = ker Γ0 and𝐴1 = ker Γ1 are always symmetric and it is possible that𝐴0 = 𝐴 or
𝐴1 = 𝐴; see e.g. Example 2.7.
The next result characterizes boundedness of the mapping Γ1 for an 𝐸𝑆-generalized boundary triple.
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Proposition 2.8. For a unitary boundary tripleΠ =
{, Γ0, Γ1}with𝐴∗ = domΓ the following conditions are equivalent:
(i) 𝐴0 = ker Γ0 is essentially selfadjoint and Γ1 is a bounded operator (w.r.t. the graph norm) on 𝐴∗;
(ii) 𝐴0 is selfadjoint and the restriction Γ1↾ ?ˆ?𝜆(𝐴∗) is a bounded operator for some (equivalently for every) 𝜆 ∈ ℂ ⧵ ℝ;
(iii) the form associated with Im
(
−𝑀−1(𝜆)
)
has a positive lower bound for some (equivalently for every) 𝜆 ∈ ℂ ⧵ ℝ.
If one of the conditions is satisfied, then the tripleΠ =
{, Γ0, Γ1} is 𝐵-generalized.
Proof.
(i)⇒ (ii) If Γ1 is bounded, the also Γ1↾𝐴0 and Γ1↾ ?ˆ?𝜆(𝐴∗) are bounded. Now by [26, Corollary 5.6] 𝐴0 is closed and,
therefore, 𝐴0 = 𝐴∗0 .
(ii)⇒ (iii) Observe that
(
Γ1↾ ?ˆ?𝜆(𝐴∗)
)−1
= 𝛾⊤(𝜆) is the 𝛾-field of the transposed boundary triple Π⊤ =
{, Γ1, −Γ0}.
Hence the condition that Γ1↾ ?ˆ?𝜆(𝐴∗) is bounded means that
(
𝛾⊤(𝜆)
)∗
𝛾⊤(𝜆) has a positive lower bound or,
equivalently, that the form corresponding to Im
(
−𝑀−1(𝜆)
)
has a positive lower bound (cf. [26, Equation (3.6)
and Definition 5.21]).
(iii)⇒ (i) As shown in the previous implication, the assumption concerning Im
(
−𝑀−1(𝜆)
)
means that the restriction
Γ1↾ ?ˆ?𝜆(𝐴∗) is bounded. On the other hand, if the form corresponding to Im
(
−𝑀−1(𝜆)
)
has a positive lower
bound, say 𝑐 > 0, then
‖‖𝑀−1(𝜆)𝑓‖‖‖𝑓‖ ≥ ||(𝑀−1(𝜆)𝑓, 𝑓)|| ≥ Im(−(𝑀−1(𝜆)𝑓, 𝑓)) ≥ 𝑐‖𝑓‖2 .
Consequently, ‖𝑀(𝜆)‖ ≤ 𝑐−1, i.e., 𝑀(⋅) is a bounded Nevanlinna function. Now by Theorem 1.3 𝐴0 is selfadjoint and
hence according to [26, Corollary 5.6] the restriction Γ1↾𝐴0 is bounded. Moreover, by selfadjointness of 𝐴0, one has the
decomposition 𝐴∗ = 𝐴0 +ˆ ?ˆ?𝜆(𝐴∗). Since the angle between 𝐴0 and ?ˆ?𝜆(𝐴∗) is positive, one concludes that Γ1 is bounded
on 𝐴∗. This completes the proof of the implication.
Finally, if one of the equivalent conditions (i)–(iii) holds then, as shown above,𝑀(⋅) is a bounded Nevanlinna function.
This is a necessary and sufficient condition for the boundary triple Π to be 𝐵-generalized. □
By passing to the transposed boundary triple gives the following analog of Proposition 2.8.
Proposition 2.9. For a unitary boundary tripleΠ =
{, Γ0, Γ1}with𝐴∗ = domΓ the following conditions are equivalent:
(i) 𝐴1 = ker Γ1 is essentially selfadjoint and Γ0 is a bounded operator (w.r.t. the graph norm) on 𝐴∗;
(ii) 𝐴1 is selfadjoint and the restriction Γ0↾ ?ˆ?𝜆(𝐴∗) is a bounded operator for some (equivalently for every) 𝜆 ∈ ℂ ⧵ ℝ;
(iii) the form associated with Im𝑀(𝜆) has a positive lower bound for some (equivalently for every) 𝜆 ∈ ℂ ⧵ ℝ.
If one of these conditions is satisfied, then the transposed boundary tripleΠ⊤ =
{, Γ1, −Γ0} is 𝐵-generalized.
Remark 2.10.
(i) For infinite direct sums of ordinary boundary triples the extensions 𝐴𝑗 = ker Γ𝑗 , 𝑗 = 1, 2, are automatically essen-
tially selfadjoint; see [52, Theorem 3.2]. If, in addition, Γ1 is bounded, thenΠ =
{, Γ0, Γ1} is a 𝐵-generalized bound-
ary triple for 𝐴∗ by Proposition 2.8; this implication was proved in another way in [52, Proposition 3.6]; see also
Corollary 4.6 below.
(ii) Note that Π =
{, Γ0, Γ1} is a 𝐵-generalized boundary triple if and only if the composition Γ1𝛾(𝜆) (= 𝑀(𝜆)) is
bounded for some (equivalently for all) 𝜆 ∈ ℂ ⧵ ℝ. In particular, if Γ1𝛾(𝜆) is bounded, then also the 𝛾-field 𝛾(𝜆)
itself is bounded (see [26, Equation (3.6)]), 𝐴0 = 𝐴∗0 (by Theorem 1.3) and the restriction Γ1↾𝐴0 is also bounded (by
[26, Corollary 5.6]). However, in this case Γ1 need not be bounded. Therefore, the conditions in Proposition 2.8 are
sufficient, but not necessary, for Π to be a 𝐵-generalized boundary triple. An example is any 𝐵-generalized boundary
tripleΠ, which is not an ordinary boundary triple, such that also the transposed boundary tripleΠ⊤ is 𝐵-generalized,
since then Π⊤ cannot be an ordinary boundary triple. Then the condition in (iii) of Proposition 2.8 is not satisfied.
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For an explicit example of such a 𝐵-generalized boundary triple, see local point interactions of Dirac operators treated
in Proposition 4.17. Also the 𝑆-generalized boundary triple for the Laplace operator associated with the Dirichlet-
to-Neumann map in Theorem 3.1 (i) does not satisfy the properties in Proposition 2.9, but the transposed bound-
ary triple is 𝐵-generalized. On the other hand, the 𝐸𝑆-generalized boundary triple associated with the Kreı˘n–von
Neumann Laplacian in Theorem 3.1 (ii) satisfies the conditions in Proposition 2.9 and the transposed boundary triple
therein is 𝐵-generalized.
The boundedness of the component mappings Γ0 and Γ1 can be used to derive the following new characterization of
ordinary boundary triples.
Proposition 2.11. For aunitary boundary tripleΠ =
{, Γ0, Γ1}with𝐴∗ = domΓ the following conditions are equivalent:
(i) Γ0 is bounded and ran Γ0 = ;
(ii) Γ1 is bounded and ran Γ1 = ;
(iii) Π =
{, Γ0, Γ1} is an ordinary boundary triple.
Proof.
(i)⇒ (iii) By [26, Corollary 5.15] ran Γ0 =  implies that 𝐴0 = 𝐴∗0 and Π is a 𝐵-generalized boundary triple. In partic-
ular, the Weyl function 𝑀(⋅) of Π belongs to the class 𝑅𝑠[] of bounded strict Nevanlinna functions. On the
other hand,
(
Γ0↾ ?ˆ?𝜆(𝐴∗)
)−1
= 𝛾(𝜆), 𝜆 ∈ ℂ ⧵ ℝ. Now Γ0 ↾ ?ˆ?𝜆(𝐴∗) is bounded and this means that 𝛾(𝜆)∗𝛾(𝜆)
has a positive lower bound or, equivalently, that 0 ∈ 𝜌(Im(𝑀(𝜆)). Hence,𝑀(⋅) ∈ 𝑅𝑢[] and Π is an ordinary
boundary triple; see [28, Proposition 2.18].
(ii)⇒ (iii) Apply the previous implication to the transposed boundary triple.
(iii)⇒ (i), (ii) This is clear, since for ordinary boundary triple Γ ∶ 𝐴∗ → 2 is bounded and surjective.
□
2.3 Extrapolation of Weyl functions via a real regular point
The main result here contains an analytic extrapolation principle for Weyl functions in the case when the underlying
minimal operator 𝐴 admits a regular type point on the real line ℝ. The proof relies on the so-called main transform of
boundary relations (called here boundary pairs) introduced in [28]. The main transform makes a connection between
subspaces of the Hilbert space
(
ℌ⊕)2 and linear relations from the Kreı˘n space (ℌ2, 𝐽ℌ) to the Kreı˘n space (2, 𝐽).
It is a linear mapping  fromℌ2 ×2 to (ℌ ⊕)2 which establishes a one-to-one correspondence between all (closed)
linear relations Γ ∶ ℌ2 → 2 and all (closed) linear relations 𝐴 in ℌ˜ = ℌ⊕ via
Γ ↦ 𝐴 ∶=  (Γ) =
{{(
𝑓
ℎ
)
,
(
𝑓′
−ℎ′
)}
∶
{(
𝑓
𝑓′
)
,
(
ℎ
ℎ′
)}
∈ Γ
}
. (2.23)
According to [28, Proposition 2.10]  establishes a one-to-one correspondence between the sets of contractive, isometric,
and unitary relations Γ from
(
ℌ2, 𝐽ℌ
)
to
(2, 𝐽) and the sets of dissipative, symmetric, and selfadjoint relations 𝐴 in
ℌ⊕, respectively. Recall that a boundary pair {, Γ} is calledminimal, if
ℌ = ℌ𝑚𝑖𝑛 ∶= span
{
𝔑𝜆(𝐴∗) ∶ 𝜆 ∈ ℂ+ ∪ ℂ−
}
.
The next result shows usefulness of the main transform for analytic extrapolation of Weyl functions𝑀(⋅) from a single
real point 𝑥 ∈ ℝ to the complex plane, when 𝑥 ∈ ?̂?(𝐴) is a regular type point of theminimal operator𝐴. In the special case
when the analytic extrapolation of𝑀(𝑥) is a uniformly strict Nevanlinna function the extrapolation principle formulated
for Weyl functions in the next theorem, yields a solution to the following general inverse problem: given a pair
{
Γ0, Γ1
}
of boundary mappings from 𝐴∗ to  determine the selfadjoint extension 𝐴Θ of 𝐴 (up to unitary equivalence) when the
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boundary condition Γ1𝑓 = ΘΓ0 𝑓 is fixed by some operator Θ acting on. It is emphasized that for this result it suffices
to know initially only the value of𝑀(𝑥) at the single point 𝑥 ∈ ?̂?(𝐴). In this case the value𝑀(𝑥) is defined in the same
way as𝑀(𝜆) is defined for 𝜆 ∈ ℂ ⧵ ℝ (see [26, Definition 3.2]):𝑀(𝑥) = Γ
(
?ˆ?𝑥(𝐴∗)
)
or, more precisely,
𝑀(𝑥) ∶=
{
ℎˆ ∈ 2 ∶ {?ˆ?𝑥, ℎˆ} ∈ Γ for some ?ˆ?𝑥 = ( 𝑓𝑥𝑥𝑓𝑥
)
∈ ℌ2, 𝑥 ∈ ℝ
}
. (2.24)
Theorem2.12. Let {Γ,} be an isometric boundary pair for𝐴∗ with domain𝐴∗ = domΓ, clos𝐴∗ = 𝐴∗, (i.e. Green’s identity
(1.1) holds for 𝑓, 𝑔 ∈ 𝐴∗; cf. [26, Def. 3.1, Equation (3.1)]), let 𝐴 =  (Γ) be the main transform (2.23) of Γ. Assume that there
exists a selfadjoint extension 𝐻 ⊂ 𝐴∗ = domΓ of 𝐴 with 𝑥 ∈ 𝜌(𝐻) ∩ ℝ and let the mapping𝑀(𝑥) at this point 𝑥 be defined
by (2.24). Then the following assertions hold:
(i) The following two conditions are equivalent:
(a) 𝑀(𝑥) is selfadjoint in and 0 ∈ 𝜌(𝑀(𝑥) + 𝑥𝐼);
(b) 𝑥 ∈ 𝜌
(
𝐴
)
∩ ℝ.
(ii) If the conditions (a), (b) in (i) hold then {Γ,} is a unitary boundary pair for 𝐴∗ and𝑀(𝑥) admits an analytic extrap-
olation from the point 𝑥 to the half-planes ℂ± as the Weyl family 𝑀(⋅) which necessarily belongs to the class ˜() of
Nevanlinna families, see Definition in [26, Section 2.1].
(iii) If the boundary pair {Γ,} is minimal then all the intermediate extensions 𝐴Θ of 𝐴 determined by
Γ
(
𝐴Θ
)
= Θ ⇔ 𝐴Θ = Γ
−1(Θ)
are, up to unitary equivalence, uniquely determined by𝑀(⋅).
Proof.
(i) To prove the equivalence of (a) and (b) consider the main transform 𝐴 of Γ in (2.23). The range of 𝐴 − 𝑥 is given by
ran
(
𝐴 − 𝑥𝐼
)
=
{(
𝑓′ − 𝑥𝑓
−ℎ′ − 𝑥ℎ
)
∶
{(
𝑓
𝑓′
)
,
(
ℎ
ℎ′
)}
∈ Γ
}
. (2.25)
(a)⇒ (b) For 𝑓𝑥 ∈ ?ˆ?𝑥(𝐴∗) one has 𝑓′𝑥 = 𝑥𝑓𝑥 and {ℎ, ℎ′} ∈ 𝑀(𝑥) by the definition in (2.24). Since −𝑥 ∈ 𝜌(𝑀(𝑥))
and −ℎ′ − 𝑥ℎ ∈ ran(−𝑀(𝑥) − 𝑥𝐼) =  it follows from (2.25) that(
0

)
⊂ ran
(
𝐴 − 𝑥𝐼
)
. (2.26)
Since𝐻 ⊂ domΓ and𝑥 ∈ 𝜌(𝐻) ∩ ℝ one has ran (𝐻 − 𝑥) = ℌwhich combinedwith (2.25) and (2.26) shows
that ran
(
𝐴 − 𝑥𝐼
)
= ℌ⊕. This implies that𝐴 is a selfadjoint relation inℌ⊕, since𝐴 is symmetric by
isometry of Γ; cf. [28, Proposition 2.10]. In particular, 𝑥 ∈ 𝜌
(
𝐴
)
∩ ℝ.
(b)⇒ (a) If 𝑥 ∈ 𝜌
(
𝐴
)
∩ ℝ then ran
(
𝐴 − 𝑥𝐼
)
= ℌ⊕ and, in particular, (2.26) is satisfied. In view of (2.23)
and (2.24) this means that
{
𝑓, 𝑓′
}
∈ ?ˆ?𝑥(𝐴∗) and {ℎ, ℎ′} ∈ 𝑀(𝑥) and therefore ran(−𝑀(𝑥) − 𝑥𝐼) = . On
the other hand, it follows from (2.24) andGreen’s identity (1.1) that𝑀(𝑥) is symmetric, i.e., (ℎ′, ℎ) = (ℎ, ℎ′)
for all {ℎ, ℎ′} ∈ 𝑀(𝑥). Therefore,𝑀(𝑥) is selfadjoint and −𝑥 ∈ 𝜌(𝑀(𝑥)).
(ii) The proof of (i) shows that if (a) or, equivalently, (b) holds then 𝐴 is a selfadjoint relation in ℌ⊕. Thus the
(inverse)main transformΓ = 𝐽−1
(
𝐴
)
defines is a unitary boundary pair {Γ,} for𝐴∗. By themain realization result in
[28, Theorem 3.9] one concludes that𝑀 ∈ ˜().
(iii) To prove this assertion first recall that according to [28, Theorem 3.9] the Weyl function uniquely determines Γ, as
well as 𝐴, by the minimality of Γ. Uniqueness of Γ here means that if there exists another minimal boundary pair{, Γ˜} associated with the symmetric operator 𝐴 = ker Γ in some Hilbert space ℌˆ having the same Weyl function
𝑀(⋅), then there exists a standard unitary operator 𝑈 ∶ ℌ → ℌˆ such that
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Γˆ =
{{(
𝑈𝑓
𝑈𝑓′
)
,
(
ℎ
ℎ′
)}
∶
{(
𝑓
𝑓′
)
,
(
ℎ
ℎ′
)}
∈ Γ
}
. (2.27)
Hence, if the extension𝐴Θ of𝐴 in theHilbert spaceℌ and the extension𝐴Θ of𝐴 in theHilbert space ℌˆ are associated
with the same “boundary condition” Θ then (2.27) implies that
𝐴Θ =
{
{𝑈𝑓,𝑈𝑓′} ∶ {𝑓, 𝑓′} ∈ 𝐴Θ
}
= 𝑈𝐴Θ𝑈
−1.
Thus 𝐴Θ and 𝐴Θ are unitarily equivalent via the same unitary operator 𝑈 for every linear relation Θ in. □
Remark 2.13. The proof of item (i) in Theorem 2.12 shows that (b) ⇒ (a) without the assumption on the existence of a
selfadjoint extension𝐻 ⊂ 𝐴∗ with 𝑥 ∈ 𝜌(𝐻).
As to item (iii) of Theorem 2.12 it should bementioned that if the analytic extrapolation𝑀(⋅) belongs to the class𝑢[],
then each selfadjoint extension𝐴Θ (Θ = Θ∗) of𝐴 is uniquely (up to the unitary equivalence) defined by theWeyl function
𝑀Θ(⋅) ∈ [] as well as by the (non-orthogonal) spectral measure Σ(𝑡) from the integral representation of 𝑀Θ(⋅), see
[20, 27, 29, 32, 33] for details.
Some further developments concerning uniqueness of boundary triples and connections between 𝜎
(
𝐴Θ
)
and the
spectral functions Σ(𝑡) can be found in [42].
Theorem 2.12 offers also a useful analytic tool to check whether an isometric boundary triple (or boundary pair) is
actually unitary or, equivalently, if the Weyl function of some isometric boundary triple is in fact from the class() of
Nevanlinna functions. We use this result to construct a unitary boundary pair for Laplacians defined on rough domains
in Section 3.4 and to associate unitary boundary triples with boundary pairs of nonnegative forms in the next subsection.
2.4 Boundary pairs of nonnegative operators and boundary triples
The notion of boundary pairs involves initially only one boundary map associated with a closed nonnegative form 𝔥 or a
pair of nonnegative selfadjoint operators. The purpose in this section is to show that, after introducing a second boundary
map Γ1 (via the first Green’s identity), the boundary pair
(, Γ˜0) generates a unitary boundary triple {, Γ0, Γ1}. Further-
more, various special cases of boundary pairs are connected to specific classes of unitary boundary triples. In applications
to PDE’s 𝔥 is often the Neumann form and in abstract setting the form 𝔥𝐾 associated to the Kreı˘n extension 𝐴𝐾 , which is
the smallest nonnegative selfadjoint extension of 𝐴. The notion of a boundary pair can be seen to arise from the works of
Kreı˘n, Birman, and Višik and has been treated in later papers by G. Grubb (PDE setting) and Yu. M. Arlinskii (abstract
setting).
A (basic) positive boundary pair
{, Γ˜0} involving the form domain of the Kreı˘n extension was introduced in [8]. This
notions leads to positive boundary triples
{, Γ˜0, Γ1}, where ker Γ˜0 = 𝐴𝐹 and 𝐴𝐾 = ker Γ1 are the Friedrichs and the
Kreı˘n extension of a nonnegative operator 𝐴; see [7, 50]. Boundary pairs which lead to 𝐵-generalized boundary triples
appear in [9]. A more general class of boundary pairs
(, Γ˜0) has been studied recently by O. Post [62]; who relaxed the
surjectivity condition on Γ˜0 and replaced it by the weaker requirement that ran Γ˜0 is dense in. We recall the definition
more explicitly here (using present notations):
Definition 2.14 [62]. Let 𝔥 be a closed nonnegative form on a Hilbert space ℌ and let Γ˜0 be a bounded linear map from
ℌ1 ∶=
(
dom𝔥, ‖ ⋅ ‖1), where ‖𝑓‖21 = 𝔥(𝑓) + ‖𝑓‖2, into another Hilbert space . Then (, Γ˜0) is said to be a boundary
pair associated with the form 𝔥, if:
(a)
(
ℌ1,𝐷 ∶=
)
ker Γ˜0 is dense inℌ;
(b)
(1∕2 ∶= ) ran Γ˜0 is dense in.
A pair
(, Γ˜0) is said to be bounded if ran Γ˜0 = , otherwise it is said to be unbounded.
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Since Γ˜0 is bounded its kernel defines a closed restriction of the form 𝔥, which we denote here by
𝔥0(𝑓)=𝔥(𝑓), 𝑓 ∈ ker Γ˜0. By assumption (a) the forms 𝔥0 and 𝔥 are densely defined in ℌ and we denote by 𝐻0 and 𝐻
the nonnegative selfadjoint operators associated with the closed forms 𝔥0 and 𝔥, respectively. Next we associate a symmet-
ric operator and its adjoint with the boundary pair
(, Γ˜0) via
𝐴 ∶= 𝐻0 ∩ 𝐻, 𝐴
∗ = clos
(
𝐻0 +ˆ𝐻
)
.
In what follows we assume that 𝐴 is densely defined. By definition 𝐻0 and 𝐻 are disjoint selfadjoint extensions of 𝐴.
Recall that dom𝐴∗ = dom𝐻0 +̇ ker(𝐴∗ − 𝜆𝐼), 𝜆 ∈ 𝜌
(
𝐻0
)
, and there is similar decomposition with 𝐻. Since 𝔥0 ⊂ 𝔥, one
has 𝐻 ≤ 𝐻0 or, equivalently, (𝐻 + 𝑎)−1 ≥ (𝐻0 + 𝑎)−1 for all 𝑎 > 0. Then one can write,
dom𝐻1∕2 = dom𝐻1∕20 + ran
(
(𝐻 + 𝑎)−1 −
(
𝐻0 + 𝑎
)−1)1∕2
, (2.28)
and since clearly ran
(
(𝐻 + 𝑎)−1 −
(
𝐻0 + 𝑎
)−1)
⊂ ker(𝐴∗ + 𝑎), one obtains
dom𝔥 = dom𝔥0 +
(
𝔑−𝑎 ∩ dom𝔥
)
, 𝑎 > 0; (2.29)
This sum is not in general direct, since𝔑−𝑎 ∩ dom𝔥0 is nontrivial, whenever𝐻0 ≠ 𝐴𝐹 . Formulas (2.29) and (2.28) go back
to the classical papers by Kreı˘n [54] and Birman [19], respectively. Boundary triples approach to (2.28) as well as its further
development including the case of operators with zero lower bound can be found in [56] (see also [43], [64, Theorem 14.24],
and [34, Theorem 8.78]). A simple different proof of (2.28) was also given in [44, Lemma 2.2].
The sum in (2.29) can be made direct with a restriction on 𝔑𝜆. As shown in [62, Propositions 2.9] the set of so-called
weak solutions with a fixed 𝜆 ∈ ℂ defined by
𝔑1𝜆 ∶=
{
𝑓 ∈ ℌ1 ∶ 𝔥(𝑓, 𝑔) − 𝜆(𝑓, 𝑔)ℌ = 0, ∀ 𝑔 ∈ dom𝔥0
}
(2.30)
leads to the following direct sum decomposition for every 𝜆 ∈ 𝜌
(
𝐻0
)
:
dom𝔥 = dom𝔥0 +̇𝔑
1
𝜆. (2.31)
Here𝔑1
𝜆
(
⊂𝔑𝜆 ∩ dom𝔥
)
is closed inℌ1,𝔑1
𝜆
is dense in ker(𝐴∗ − 𝜆), and𝔑1
𝜆
∩ dom𝔥0 = {0}. The restriction Γ˜0↾𝔑1𝜆 is a
bounded operator from𝔑1
𝜆
into and the decomposition (2.31) implies that it is injective and its range is equal to ran Γ˜0.
The inverse operator
𝑆(𝜆) ∶=
(
Γ˜0↾𝔑
1
𝜆
)−1
∶ 1∕2 → 𝔑1𝜆 (2.32)
is closed as an operator from toℌ1 with domain1∕2 = ran Γ˜0.
Definition 2.15 [62]. The boundary pair
(, Γ˜0) associated with the form 𝔥 is said to be elliptically regular, if the operator
𝑆 ∶= 𝑆(−1) is bounded as an operator from  to ℌ, i.e. ‖𝑆ℎ‖ℌ ≤ 𝐶‖ℎ‖ for all ℎ ∈ 1∕2 and some 𝐶 ≥ 0. Moreover,
the boundary pair
(, Γ˜0) is said to be (uniformly) positive, if there is a constant 𝑐 > 0, such that ‖𝑆ℎ‖ℌ ≥ 𝑐‖ℎ‖ for all
ℎ ∈ 1∕2.
Let 𝜆 = −1 and define the form 𝔩[ℎ, 𝑘] on by
𝔩[ℎ, 𝑘] = (𝑆ℎ, 𝑆𝑘)ℌ1, ℎ, 𝑘 ∈ 1∕2.
The form 𝔩 is closed in , since 𝑆 ∶  → ℌ1 is a closed operator. By the first representation theorem, see [49], there is a
unique selfadjoint operator Λ in characterized by the equality
𝔩[ℎ, 𝑘] = (Λℎ, 𝑘) , ℎ ∈ domΛ, 𝑘 ∈ dom 𝔩 = 1∕2. (2.33)
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It is clear that Λ = 𝑆∗𝑆, where 𝑆∗ ∶ ℌ1 →  is the usual Hilbert space adjoint. The operator Λ is called the Dirichlet-
to-Neumann operator at the point 𝜆 = −1 associated with the boundary pair
(, Γ˜0). The (strong) Dirichlet-to-Neumann
operator at a point 𝜆 ∈ 𝜌
(
𝐻0
)
is defined as follows ([62, Section 2.4]):
domΛ(𝜆) ∶=
{
𝜑 ∈ 1∕2 ∶ ∃𝜓 ∈  s.t. (𝔥 − 𝜆)(𝑆(𝜆)𝜑, 𝑆𝜂) = (𝜓, 𝜂) , ∀𝜂 ∈ 1∕2
}
(2.34)
and then Λ(𝜆)𝜑 ∶= 𝜓. The operator Λ(𝜆) is closed in and it has bounded inverse Λ(𝜆)−1 ∈ () for all 𝜆 ∈ 𝜌(𝐻0); see
[62, Proposition 2.17].
Next consider the restriction of 𝐴∗ to the form domain of 𝔥
ℌ10 ∶=
{
𝑓 ∈ ℌ1 ∩ dom𝐴∗ ∶ 𝔥(𝑓, 𝑔) = (𝐴∗𝑓, 𝑔)ℌ, ∀ 𝑔 ∈ dom𝔥0
}
(2.35)
and equip it with the norm defined by ‖𝑓‖2
ℌ10
= 𝔥(𝑓) + ‖𝑓‖2 + ‖𝐴∗𝑓‖2, which makesℌ10 a Hilbert space. Now using the
rigged Hilbert space1∕2 ⊂  ⊂ −1∕2 introduce a bounded operator Γ̌1 ∶ ℌ10 → −1∕2 such that(
Γ̌1𝑓, Γ˜0 𝑔
)
−1∕2,1∕2 = (𝐴
∗𝑓, 𝑔)ℌ − 𝔥(𝑓, 𝑔) (2.36)
holds for all 𝑓 ∈ ℌ10, 𝑔 ∈ ℌ
1; this map is well defined by the formulas (2.35), (2.36). Finally, introduce the restriction 𝐴∗
of 𝐴∗ by
dom𝐴∗ ∶=
{
𝑔 ∈ ℌ10 ∶ Γ̌1𝑔 ∈ 
}
and denote Γ0 = Γ˜0↾ dom𝐴∗, Γ1 = Γ̌1↾ dom𝐴∗. By definition (the first Green’s identity)
𝔥(𝑓, 𝑔) = (𝐴∗𝑓, 𝑔)ℌ −
(
Γ1𝑓, Γ˜0 𝑔
)
 (2.37)
holds for all 𝑓 ∈ dom𝐴∗ and 𝑔 ∈ ℌ1. In what follows the triple
{, Γ0, Γ1}with the domain dom𝐴∗ = domΓ0 ∩ domΓ1
is called a boundary triple generated by the boundary pair
(, Γ˜0). The next result characterizes the central properties of
the boundary pair
(, Γ˜0) bymeans of the boundary triple {, Γ0, Γ1}. In particular, it shows that the notion of boundary
pair in Definition 2.14 can be included in the framework of unitary boundary triples whoseWeyl functions are Nevanlinna
functions from the class𝑠().
Theorem 2.16. Let
(, Γ˜0) be a boundary pair for the closed nonnegative form 𝔥 inℌ, let {, Γ0, Γ1} be the corresponding
triple as defined above and let 𝑆(⋅) and Λ(⋅) be defined by (2.32) and (2.33), respectvely. Then:
(i)
{, Γ0, Γ1} is a unitary boundary triple for 𝐴∗;
(ii) 𝐴0 ∶= 𝐴∗↾ ker Γ0 is a symmetric restriction of𝐻0, while 𝐴1 ∶= 𝐴∗↾ ker Γ1 is selfadjoint and equal to𝐻;
(iii) the 𝛾-field and the Weyl function𝑀(⋅) of the boundary triple
{, Γ0, Γ1} are given by
𝛾(𝜆) = 𝑆(𝜆)↾ domΛ(𝜆), 𝑀(𝜆) = −Λ(𝜆), 𝜆 ∈ 𝜌
(
𝐻0
)
;
(iv) the transposed triple
{, Γ1, −Γ0} is a 𝐵-generalized boundary triple for 𝐴∗;
(v)
{, Γ0, Γ1} is𝐸𝑆-generalized, i.e., clos𝐴0 = 𝐻0 if and only if 𝑆(𝜆) is closable when treated as an operator from → ℌ
for some (equivalently for all) 𝜆 ∈ 𝜌
(
𝐻0
)
;
(vi)
(
Γ˜0,) is elliptically regular if and only if {, Γ0, Γ1} is an 𝑆-generalized boundary triple;
(vii)
(
Γ˜0,) is uniformly positive if and only if Γ0 ∶ 𝐴∗ →  is a bounded operator (w.r.t. the graph norm on𝐴∗) or, equiv-
alently, the form 𝔱𝑀(𝜆) has a positive lower bound for some (equivalently for every) 𝜆 ∈ ℂ ⧵ ℝ;
(viii)
(
Γ˜0,) is bounded if and only if {, Γ0, Γ1} is a 𝐵-generalized boundary triple;
(ix)
(
Γ˜0,) is bounded and uniformly positive if and only if {, Γ0, Γ1} is an ordinary boundary triple.
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Proof.
(i) First observe that the first Green’s identity (2.37) applied to ℎ[𝑓, 𝑔] and ℎ[𝑔, 𝑓] with 𝑓, 𝑔 ∈ dom𝐴∗ leads to the
secondGreen’s identity (1.1) by symmetry of the form 𝔥. The secondGreen’s identity (1.1) implies that the restrictions
𝐴0 = 𝐴
∗↾ ker Γ0 and 𝐴1 = 𝐴∗↾ ker Γ1 are symmetric operators extending 𝐴.
Next we prove that the (graph) closure of𝐴∗ is𝐴∗ and that
{, Γ0, Γ1} is a unitary boundary triple for𝐴∗. It is clear
from (2.35) that the set of weak solutions 𝔑1
𝜆
belongs to ℌ10. Since 𝐻0 is the selfadjoint operator associated with
the form 𝔥0 by the first representation theorem of Kato and 𝔥0 ⊂ 𝔥, one concludes from (2.35) that dom𝐻0 ⊂ ℌ10.
Similarly𝐻 is the selfadjoint operator associated with the form 𝔥 and, hence also dom𝐻 ⊂ ℌ10. Now applying (2.36)
with 𝑓 ∈ dom𝐻, 𝑔 ∈ ℌ1 and taking into account that ran Γ0 is dense in by assumption (b) in Definition 2.14 one
concludes that Γ̌1𝑓 = 0. Hence, dom𝐻 ⊂ dom𝐴∗ and Γ1(dom𝐻) = {0}. Thus, 𝐻 ⊂ 𝐴1 and since 𝐴1 is symmetric
this implies that 𝐴1 = 𝐻 is selfadjoint. Now consider the operator Λ = 𝑆∗𝑆. Since domΛ is a core for the form 𝔩 it
is also a core for the operator 𝑆. This implies that 𝑆(domΛ) is dense in 𝔑1−1 w.r.t. the topology in ℌ
1, since 𝑆 has
bounded inverse. We claim that 𝑆(domΛ) ⊂ dom𝐴∗. To see this consider the form
𝔥(𝑓, 𝑔) − (𝐴∗𝑓, 𝑔)ℌ, 𝑓 ∈ ℌ
1
0, 𝑔 ∈ ℌ
1. (2.38)
Notice that 𝔑1
𝜆
⊂ ℌ10, see (2.30), (2.35), and that the decomposition (2.31) for 𝜆 = −1 is orthogonal in ℌ
1. Hence,
one can write 𝑔 = 𝑔0 + 𝑔1 ∈ dom𝔥0 ⊕1 𝔑1−1, 𝑔 ∈ ℌ
1 = dom𝔥. Now for ℎ ∈ domΛ one has 𝑆ℎ ∈ 𝔑1−1 and for all
𝑔 = 𝑔0 ∈ dom𝔥0 = ker Γ0,
𝔥
(
𝑆ℎ, 𝑔0
)
−
(
𝐴∗𝑆ℎ, 𝑔0
)
ℌ = 𝔥
(
𝑆ℎ, 𝑔0
)
+ (𝑆ℎ, 𝑔)ℌ =
(
𝑆ℎ, 𝑔0
)
ℌ1 = 0.
On the other hand, when 𝑔 = 𝑔1 ∈ 𝔑1−1, then 𝑘 = Γ0 𝑔1 ∈ 1∕2 satisfies 𝑔1 = 𝑆𝑘. This leads to
𝔥
(
𝑆ℎ, 𝑔1
)
− (𝐴∗𝑆ℎ, 𝑆𝑘)′ℌ = 𝔥(𝑆ℎ, 𝑆𝑘) + (𝑆ℎ, 𝑆𝑘)ℌ = (𝑆ℎ, 𝑆𝑘)ℌ1
= (Λℎ, 𝑘)ℌ = (Λℎ, Γ0 𝑔1)ℌ.
One concludes that for 𝑓 = 𝑆ℎ, ℎ ∈ domΛ, and all 𝑔 ∈ ℌ1 the form (2.38) can be rewritten as follows
𝔥(𝑆ℎ, 𝑔) − (𝐴∗𝑆ℎ, 𝑔)ℌ =
(
Λℎ, Γ0 𝑔
)
ℌ.
Comparing this with (2.36) leads to Γ̌1𝑆ℎ = Γ1𝑆ℎ = −Λℎ ∈ , which proves the claim 𝑆(domΛ) ⊂ dom𝐴∗.
Since 𝑆(domΛ) is dense in𝔑1−1 and dom𝐻 ⊂ dom𝐴∗, the closure of 𝐴∗ is equal to the closure of 𝐻 + ?ˆ?
1
−1, which
coincides with𝐴∗. Hence, the domain of
{
Γ0, Γ1
}
is dense in dom𝐴∗ w.r.t. the graph topology. As was shown above
Γ1𝑆ℎ = −Λℎ for all ℎ ∈ domΛ and, in addition, Γ0𝑆ℎ = ℎ. Since 𝑆(domΛ) ⊂ 𝔑−1(𝐴∗) this implies that for the
regular point 𝜆 = −1 ∈ 𝜌(𝐻) one has −Λ ⊂ 𝑀(−1).
Here equality 𝑀(−1) = −Λ prevails, since 𝑀(−1) is necessarily symmetric by Green’s identity (1.1). Clearly,
𝑀(−1) − 𝐼 = −Λ − 𝐼 ≤ −𝐼 and thus 0 ∈ 𝜌(𝑀(−1) − 𝐼). Therefore, we can apply Theorem 2.12 to conclude that{, Γ0, Γ1} is a unitary boundary triple for 𝐴∗ with dense domain 𝐴∗.
(ii) The equality𝐴1 = 𝐻 was already proved in item (i). Next we prove the inclusion𝐴0 ⊂ 𝐻0. The first Green’s identity
(2.37) shows that
𝔥(𝑓, 𝑔) = (𝐴∗𝑓, 𝑔)ℌ, for all 𝑓 ∈ dom𝐴∗, 𝑔 ∈ ker Γ˜0 = dom𝔥0. (2.39)
If, in particular, 𝑓 ∈ dom𝐴0, i.e., Γ0 𝑓 = 0, then 𝑓 ∈ dom𝔥0 and (2.39) can be rewritten as
𝔥0(𝑓, 𝑔) =
(
𝐴0 𝑓, 𝑔
)
ℌ, for all 𝑔 ∈ dom𝔥0.
Now by the first representation theorem (see [49]) one has 𝑓 ∈ dom𝐻0 and 𝐴0 𝑓 = 𝐻0 𝑓. Thus, 𝐴0 ⊂ 𝐻0.
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(iii) It was shown in part (i) that ran 𝑆(𝜆) = 𝔑1
𝜆
⊂ ℌ10 for each 𝜆 ∈ 𝜌
(
𝐻0
)
. Now assume in addition that ℎ ∈ domΛ(𝜆)
and let 𝑔 ∈ ℌ1. Then the definition of Λ(𝜆) shows that
𝔥(𝑆(𝜆)ℎ, 𝑔) − (𝐴∗𝑆(𝜆)ℎ, 𝑔)ℌ = (𝔥 − 𝜆𝐼)[𝑆(𝜆)ℎ, 𝑔] =
(
Λ(𝜆)ℎ, Γ0 𝑔
)
ℌ.
Comparing this with (2.36) gives Γ̌1𝑆(𝜆)ℎ = Γ1𝑆(𝜆)ℎ = −Λ(𝜆)ℎ ∈ . Hence 𝑆(domΛ(𝜆)) ⊂ dom𝐴∗ and, more-
over, one has𝑀(𝜆)ℎ = −Λ(𝜆)ℎ. Therefore, −Λ(𝜆) ⊂ 𝑀(𝜆), 𝜆 ∈ 𝜌
(
𝐻0
)
. Equivalently, Λ(𝜆)−1 ⊂ −𝑀(𝜆)−1 and since
𝑀(⋅) is the Weyl function of a single-valued unitary boundary triple, 𝑀(⋅) ∈ 𝑠(), in particular, ker𝑀(𝜆) = {0};
see (1.2). On the other hand, Λ(𝜆)−1 ∈ () and, hence, the equality Λ(𝜆)−1 = −𝑀(𝜆)−1 follows. The equality
𝛾(𝜆) = 𝑆(𝜆)↾ dom𝑀(𝜆) is clear. The formulas for 𝛾(𝜆) and𝑀(𝜆) are proven.
(iv) Since Λ(⋅)−1 ∈ () and −𝑀(𝜆)−1 = Λ(⋅)−1 by part (iii) the transposed boundary triple is 𝐵-generalized; see
[33, Theorem 6.1].
(v) By definition
{, Γ0, Γ1} is𝐸𝑆-generalized if and only if𝐴0 is essentially selfadjoint, which in view of (ii)means that
clos𝐴0 = 𝐻0. On the other hand, by [26, Theorem 1.14]
{, Γ0, Γ1} is 𝐸𝑆-generalized if and only if 𝛾(𝜆) is closable
for some (equivalently for all) 𝜆, 𝜆 ∈ 𝜌
(
𝐻0
)
.
Since 𝛾(𝜆) ⊂ 𝑆(𝜆), it is clear that if 𝑆(𝜆) is closable then also 𝛾(𝜆) is closable. On the other hand, it follows from
[62, Theorems 2.11, Proposition 2.17] that domΛ(𝜆) is dense w.r.t. the1∕2-topology on1∕2 and that
𝑆(𝜆)↾ domΛ(𝜆)
1∕2→ℌ1
= 𝑆(𝜆),
since 𝑆(𝜆) ∶ 1∕2 → 𝔑1
𝜆
is a topological isomorphism. Since the topologies on 1∕2 and ℌ1 are stronger than the
topologies on andℌ it follows that if 𝛾(𝑧) ∶  → ℌ is closable, then also 𝑆(𝑧) ∶  → ℌ is closable and
𝛾(𝜆)
→ℌ
= 𝑆(𝜆)
→ℌ
.
(vi) When
(
Γ˜0,) is elliptically regular, then 𝑆 ∶ ℌ1 →  is a bounded operator. Then equivalently the 𝛾-field 𝛾(𝜆) is
bounded for all 𝜆 ∈ 𝜌
(
𝐻0
)
, cf. [62, Theorem 2.11], and the statement is obtained from Theorem 1.3.
(vii) If
(
Γ˜0,) is (uniformly) positive then 𝑆(𝜆), 𝜆 ∈ 𝜌(𝐻0) is bounded frombelow; cf. [62, Theorem2.11]. The connection
between the 𝛾-field and the Weyl function (see [26, Equation (3.10)]) combined with (1.4) gives
(𝛾(𝜆)𝑢, 𝛾(𝜆)𝑣) =
(𝑀(𝜆)𝑢, 𝑣) − (𝑢,𝑀(𝜆)𝑣)
𝜆 − ?̄?
= 𝔱𝑀(𝜆)[𝑢, 𝑣], 𝑢, 𝑣 ∈ dom𝑀(𝜆), 𝜆 ∈ ℂ ⧵ ℝ, (2.40)
and this implies that the form 𝔱𝑀(𝜆) has a positive lower bound. Now the statement follows from Proposition 2.9,
because 𝐴1 = 𝐻 is selfadjoint by part (iii).
(viii) If
(
Γ˜0,) is bounded, i.e., ran Γ˜0 = 1∕2 = , then 𝑆 ∶  → ℌ1 is closed (as an inverse of a bounded oper-
ator Γ˜0↾𝔑1−1), everywhere defined, and bounded by the closed graph theorem. In particular,
{, Γ0, Γ1} is a
𝐵-generalized boundary triple. On the other hand, we conclude that the form (𝔥 + 1)(𝑆ℎ, 𝑆𝑘) is closed and defined
everywhere on. Now it follows from (2.34) that domΛ(−1) = . This implies that𝑀(⋅) ∈ 𝑠[]; see e.g. (1.3) in
Theorem 1.3. Therefore,
{, Γ0, Γ1} is a 𝐵-generalized boundary triple; see [33, Theorem 6.1].
The converse statement is clear, since ran Γ0 =  implies that also ran Γ˜0 = .
(ix) This follows directly, e.g., from Proposition 2.11. Alternatively, by (vii) and (viii) the conditions mean that
𝑀(⋅) ∈ 𝑢[], which characterizes ordinary boundary triples (cf. [26, Theorem 1.4]). □
Remark 2.17.
(a) Characterizations (viii) and (ix) have been announced (without proofs) in [62, Theorem 1.8]. Moreover, elliptic regu-
larity has been characterized in [62, Theorem 1.8] using equivalence to quasi boundary triples. However, as indicated
the conditions defining a quasi boundary triple are not sufficient to guarantee that the corresponding Weyl function
belongs to the class of Nevanlinna functions. In this sense the characterization of elliptic regularity presented in (vi)
is more precise and complete. As to (vii) a characterization of positive boundary pairs via uniform positivity of the
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form valued function 𝑧 → −𝔩𝑧 appears in [62, Theorem 3.13], while the other characterization that Γ0 ∶ 𝐴∗ →  is a
bounded operator, as well as the statements (i)–(v) in Theorem 2.16 are obviously new.
(b) Since𝐻0 and𝐻 are nonnegative selfadjoint operators, the Weyl functions𝑀(⋅) and −𝑀(⋅)−1 admit analytic continu-
ations (in the resolvent sense) to the negative real line. In fact,𝑀(⋅) belongs to the class of operator valued (in general
unbounded) inverse Stieltjes functions, while −𝑀(⋅)−1 belongs to the class of operator valued Stieltjes functions. These
facts follow from the following formula:
(𝑀(𝑥)ℎ, ℎ) = −(𝔥 − 𝑥)
[(
𝐻0 + 1
)(
𝐻0 − 𝑥
)−1
ℎ, ℎ
] ≤ 0, ℎ ∈ dom𝑀(𝑥), 𝑥 < 0.
3 APPLICATIONS TO LAPLACE OPERATORS
In this section the applicability of the abstract theory developed in the preceding sections is demonstrated for the analysis
of some classes of differential operators. First we consider the most standard case of elliptic PDE by treating Laplacians
in smooth bounded domains; in this case many of the abstract results take a rather explicit form.
3.1 The Kreı˘n–von Neumann Laplacian
Let Ω be a bounded domain in ℝ𝑑 (𝑑 ≥ 2) with a smooth boundary 𝜕Ω. Consider the differential expression 𝓁 ∶= −Δ,
where Δ is a Laplacian operator in Ω and denote by 𝐴 ∶= 𝐴min and 𝐴max the minimal and the maximal differential
operators generated in 𝐻0(Ω) ∶= 𝐿2(Ω) by the differential expression 𝓁.
It is well known (see, for instance, [18], [40, Chapter 9], [55]) that
dom𝐴min = 𝐻
2
0(Ω) ∶=
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝐷𝑓 = 𝛾𝑁𝑓 = 0
}
.
Here 𝛾𝐷 and 𝛾𝑁 are the Dirichlet and Neumann trace operators originally defined for any 𝑓 ∈ 𝐻2(Ω) by
𝛾𝐷 ∶ 𝑓 ↦ 𝑓|𝜕Ω, 𝛾𝑁 ∶ 𝑓 ↦ 𝜕𝑓𝜕𝑛 ||||𝜕Ω,
and 𝑛 denotes the outward unit normal to the boundary 𝜕Ω. Then the mapping(
𝛾𝐷
𝛾𝑁
)
∶ 𝑓 ∈ 𝐻2(Ω) ↦
(
𝛾𝐷 𝑓
𝛾𝑁𝑓
)
∈
(
𝐻3∕2(𝜕Ω)
𝐻1∕2(𝜕Ω)
)
is bounded and onto (3.1)
(see [55, Thm 1.8.3], [2], [40]). It is known (see, for instance, [18]) that 𝐴max = 𝐴∗min (= 𝐴
∗).
Clearly, dom𝐴max ⊃ 𝐻2(Ω). However, dom𝐴max ≠ 𝐻2(Ω) and a description of dom𝐴∗ was given via trace mappings
by Lions and Magenes [55] (see also [40, Chapter 9]) who have shown that the mappings 𝛾𝐷 and 𝛾𝑁 admit extensions
𝛾𝐷 ∶ dom𝐴max → 𝐻
−1∕2(𝜕Ω), 𝛾𝑁 ∶ dom𝐴max → 𝐻
−3∕2(𝜕Ω) (3.2)
to dom𝐴max equipped with the graph norm and these mappings are surjective and continuous.
Denote by 𝐻𝑠Δ(Ω) the following space
𝐻𝑠Δ(Ω) ∶= 𝐻
𝑠(Ω) ∩ dom𝐴max =
{
𝑓 ∈ 𝐻𝑠(Ω) ∶ Δ𝑓 ∈ 𝐿2(Ω)
}
, 0 ≤ 𝑠 ≤ 2, (3.3)
where Δ𝑓 is understood in the sense of distributions. We equip the space with the graph norm
‖𝑓‖𝐻𝑠Δ(Ω) = (‖𝑓‖2𝐻𝑠 + ‖𝐴max𝑓‖2𝐿2(Ω))1∕2
of −Δ on𝐻𝑠(Ω). In particular, 𝐻0Δ(Ω) is a domain of maximal operator 𝐴max .
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According to the Lions–Magenes result ([55, Theorem 2.7.3] (see also [40, Chapter 9])) the restrictions of the trace
mappings 𝛾𝐷 and 𝛾𝑁 in (3.2) to 𝐻𝑠Δ(Ω),
𝛾𝑠𝐷 ∶ 𝐻
𝑠
Δ(Ω) → 𝐻
𝑠−1∕2(𝜕Ω), 𝛾𝑠𝑁 ∶ 𝐻
𝑠
Δ(Ω) → 𝐻
𝑠−3∕2(𝜕Ω), 0 ≤ 𝑠 ≤ 2, (3.4)
are continuous and surjective. It is emphasized that the values 𝑠 = 1∕2 and 𝑠 = 3∕2 are not excluded here in contrast to
the case of the trace mappings 𝛾𝑠𝐷 ∶ 𝐻
𝑠(Ω) → 𝐻𝑠−1∕2(𝜕Ω) and 𝛾𝑠𝑁 ∶ 𝐻
𝑠(Ω) → 𝐻𝑠−3∕2(𝜕Ω) that are continuous if and only
if 𝑠 > 1∕2 and 𝑠 > 3∕2, respectively, (see ([55, Theorems 1.9.4, 1.9.5] and [2]). In the latter case both mappings in (3.4) are
surjective and the mapping 𝛾𝑠𝐷 × 𝛾
𝑠
𝑁 ∶ 𝐻
𝑠(Ω) → 𝐻𝑠−1∕2(𝜕Ω) × 𝐻𝑠−3∕2(𝜕Ω) is also surjective for 𝑠 > 3∕2.
When treating the traces 𝛾𝑠𝐷 and 𝛾
𝑠
𝑁 as mappings into 𝐿
2(𝜕Ω) a natural choice for the index is 𝑠 = 3∕2; see Remark 3.3
below. Namely, we introduce a pre-maximal operator 𝐴∗ by setting
𝐴∗ ∶= 𝐴max↾ dom𝐴∗, dom𝐴∗ = 𝐻
3∕2
Δ (Ω) = 𝐻
3∕2(Ω) ∩ dom𝐴max. (3.5)
It is well known (see e.g. [55], [2], [40, Chapter 9]) that two classical realizations of the expression 𝓁, the Dirichlet
Laplacian −Δ𝐷 and the Neumann Laplacian −Δ𝑁 , given by 𝓁 on the domains
domΔ𝐷 =
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝐷 𝑓 = 0
}
= 𝐻2,0(Ω) ∶= 𝐻2(Ω) ∩ 𝐻10(Ω), (3.6)
domΔ𝑁 =
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝑁𝑓 = 0
}
, (3.7)
respectively, are selfadjoint. Moreover, the Dirichlet Laplacian −Δ𝐷 is invertible in 𝐿2(Ω) with a discrete spec-
trum 𝜎𝑝
(
−Δ𝐷
)
. Define a solution operator (𝑧) ∶ 𝐿2(𝜕Ω) → 𝐻1∕2(Ω) for 𝑧 ∈ ℂ ⧵ 𝜎𝑝(−Δ𝐷). Let 𝜑 ∈ 𝐿2(𝜕Ω) and let
𝑓𝑧 ∈ dom𝐴max be the unique solution of the Dirichlet problem
−Δ𝑓𝑧 − 𝑧𝑓𝑧 = 0, 𝛾𝐷𝑓𝑧 = 𝜑. (3.8)
Then the operator (𝑧) ∶ 𝜑 ↦ 𝑓𝑧 is continuous as an operator from 𝐿2(𝜕Ω) onto 𝐻1∕2(Ω) and it maps 𝐻1(𝜕Ω) onto
𝐻3∕2(Ω); see [39]. Hence the Poincaré–Steklov operator Λ(𝑧) defined by
Λ(𝑧)𝜑 ∶= 𝛾𝑁(𝑧)𝜑, (3.9)
maps 𝐻1(𝜕Ω) into 𝐻0(𝜕Ω) with continuous extension from 𝐻−1∕2(𝜕Ω) into 𝐻−3∕2(𝜕Ω). Moreover, the Dirichlet-to-
Neumann map Λ ∶= Λ(0) treated as an operator in 𝐿2(𝜕Ω) is selfadjoint on the domain domΛ = 𝐻1(𝜕Ω); see [57] and
also [59].
It was shown in [65] and [39] that the regularized trace operators Γ˜0,Ω 𝑓 =
(
𝛾𝑁 − Λ(0)𝛾𝐷
)
𝑓, Γ˜1,Ω 𝑓 = 𝛾𝐷𝑓,
𝑓 ∈ dom𝐴max , are well defined on dom𝐴max and meet the following regularity properties:
Γ˜0,Ω = 𝛾𝑁 − Λ(0)𝛾𝐷 ∶ 𝐻
0
Δ(Ω) → 𝐻
1∕2(𝜕Ω), Γ˜1,Ω = 𝛾𝐷 ∶ 𝐻
0
Δ(Ω) → 𝐻
−1∕2(𝜕Ω), (3.10)
and here both mappings are continuous and surjective. These properties have allowed one to extend the Green formula
to dom𝐴max with pairing between 𝐻1∕2(𝜕Ω) and 𝐻−1∕2(𝜕Ω). The main ingredient of the proof in Višik [65] and Grubb
[39] is the following decomposition dom𝐴max = domΔ𝐷 ∔ ker𝐴∗
(
0 ∈ 𝜌
(
−Δ𝐷
))
and the properties (3.2), (3.3), and (3.6)
(see [39]).
With these preliminaries we are ready to describe complete analogs of the abstract results in Theorem 2.2 for Laplacians
on smooth bounded domains. Let 𝐴∗ be a restriction of 𝐴max to the domain
𝐴∗ = 𝐴max↾ dom𝐴∗, dom𝐴∗ = 𝐻
1∕2
Δ (Ω) =
{
𝑓 ∈ dom𝐴max ∶ 𝛾𝐷𝑓 ∈ 𝐿
2(𝜕Ω)
}
. (3.11)
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Theorem 3.1. Let the operators 𝛾𝑁 , 𝛾𝐷 , Λ(𝑧), 𝐴∗ and 𝐴∗ be as above. Then:
(i) the triple Π =
{
𝐿2(𝜕Ω), 𝛾𝐷↾ dom𝐴∗,−𝛾𝑁↾ dom𝐴∗
}
is an 𝑆-generalized boundary triple for 𝐴∗, and the transposed
tripleΠ is 𝐵-generalized. The correspondingWeyl function𝑀(⋅) coincides with−Λ(⋅) and, in particular,𝑀(⋅) is domain
invariant;
(ii) the triple Π˜ =
{
𝐿2(𝜕Ω), Γ˜0,Ω↾ dom𝐴∗, Γ˜1,Ω↾ dom𝐴∗
}
defined by (3.10) is an 𝐸𝑆-generalized boundary triple for 𝐴∗.
The transposed triple Π˜⊤ is 𝐵-generalized. Moreover, the extension 𝐴0 ∶= 𝐴∗↾ ker Γ˜0,Ω is essentially selfadjoint and its
closure coincides with the Kreı˘n–von Neumann extension 𝐴𝐾 of 𝐴min;
(iii) the Weyl function ?˜?(⋅) and (the closure of) the 𝛾-field corresponding to the 𝐸𝑆-generalized boundary triple Π˜ are
given by
?˜?(𝑧) = (Λ(𝑧) − Λ(0))−1, 𝛾(𝑧) =
(
Γ˜0,Ω↾𝔑𝑧
(
𝐴max
))−1
, 𝑧 ∈ ℂ ⧵ ℝ, (3.12)
where the closures are taken in the 𝐿2-space sense. In particular, ?˜?(⋅) is form domain invariant, 𝛾(𝑧) is unbounded
domain invariant and, furthermore,
dom?˜?(𝑧) ⫋ dom 𝔱?˜?(𝑧) = dom𝛾(𝑧) = 𝐻
1∕2(𝜕Ω), ran 𝛾(𝑧) = 𝔑𝑧
(
𝐴max
)
, 𝑧 ∈ ℂ ⧵ ℝ. (3.13)
Proof.
(i) It is first shown that the transposed triple Π⊤ =
{
𝐿2(𝜕Ω), 𝛾𝑁↾ dom𝐴∗, 𝛾𝐷↾ dom𝐴∗
}
is a 𝐵-generalized boundary
triple for 𝐴∗. Indeed, the Green’s identity is obviously satisfied. Furthermore, it follows from (3.5) and (3.4) with
𝑠 = 3∕2 that ran
(
𝛾𝑁↾ dom𝐴∗
)
= ran
(
𝛾3∕2𝑁
)
= 𝐿2(𝜕Ω), i.e., the mapping 𝛾𝑁↾ dom𝐴∗ = 𝛾
3∕2
𝑁 is surjective. On the
other hand, combining definition (3.5) with (3.7) shows that
ker
(
𝛾𝑁↾ dom𝐴∗
)
⊇
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝑁𝑓 = 0
}
= domΔ𝑁.
Since 𝐴0 ∶= 𝐴∗↾ ker
(
𝛾𝑁↾ dom𝐴∗
)
is a symmetric extension of 𝐴, and Δ𝑁 = Δ∗𝑁 , one gets 𝐴0 = Δ𝑁 .
Clearly, the triple Π is unitary because it is transposed to the 𝐵-generalized triple Π⊤. Moreover, as above from (3.6)
one concludes that ker
(
𝛾𝐷↾ dom𝐴∗
)
= domΔ𝐷 . Since −Δ𝐷 = −Δ∗𝐷 , the tripleΠ is an 𝑆-generalized boundary triple
for 𝐴∗. By definition, the corresponding Weyl function coincides with −Λ(𝑧).
(ii) Again it is first shown that the corresponding transposed triple Π˜⊤ is 𝐵-generalized. Green’s identity is clearly satis-
fied.Hence, it suffices to show that Γ˜1,Ω↾ dom𝐴∗maps onto 𝐿2(𝜕Ω) and that ker Γ˜1,Ω defines a domain of a selfadjoint
extension. To this end observe that 𝐻2,0(Ω) ⊂ 𝐻1∕2(Ω) and hence the decomposition dom𝐴max = domΔ𝐷 ∔𝔑𝑧,
𝑧 ∈ 𝜌
(
Δ𝐷
)
together with (3.6), (3.11) implies that
dom𝐴∗ = 𝐻
2,0(Ω) ∔ 𝔑𝑧 ∩ 𝐻
1∕2(Ω), 𝑧 ∈ 𝜌
(
Δ𝐷
)
. (3.14)
It follows from this decomposition of dom𝐴∗
(
with 𝑧 = 0 ∈ 𝜌
(
Δ𝐷
))
and (3.4), (3.10) that
ran
(
Γ˜1,Ω↾ dom𝐴∗
)
= 𝛾𝐷
(
𝔑0
)
∩ 𝛾𝐷
(
𝐻1∕2(Ω)
)
= 𝐻−1∕2(𝜕Ω) ∩ 𝐻0(𝜕Ω) = 𝐻0(𝜕Ω).
On the other hand, ker
(
Γ˜1,Ω↾ dom𝐴∗
)
= 𝐻2,0(Ω) = domΔ𝐷 and, since Δ𝐷 = Δ∗𝐷 , the transposed triple Π˜
⊤ is
𝐵-generalized. To complete the proof of (ii) consider the Kreı˘n extension 𝐴𝐾 ; see [54]. One has dom𝐴𝐾 =
ker
(
Γ˜0,Ω↾ dom𝐴max
)
= dom𝐴 ∔𝔑0 and hence
dom𝐴0 = ker
(
Γ˜0,Ω↾ dom𝐴∗
)
= dom𝐴 ∔𝔑0 ∩ 𝐻
1∕2(Ω).
Since𝔑0 ∩ 𝐻1∕2(Ω) is dense in𝔑0, dom𝐴0 is a core for the operator𝐴𝐾 = 𝐴∗𝐾 . Thus,𝐴0 = 𝐴𝐾↾ dom𝐴0 is essentially
selfadjoint and the triple Π˜ is an 𝐸𝑆-generalized triple.
(iii) To prove the first formula in (3.12). note that it follows from (3.9) that the mapping Λ(𝑧) − Λ(0) takes 𝐻1(𝜕Ω) into
𝐻0(𝜕Ω). Hence, from the definition of the Weyl function −?˜?(𝑧)−1, one gets that it is an extension of −Λ(𝑧) + Λ(0),
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i.e., Λ(𝑧) − Λ(0) ⊂ ?˜?(𝑧)−1. Since by (ii) the transposed boundary triple Π˜⊤ is 𝐵-generalized, the operator −?˜?(𝑧)−1
is bounded for each 𝑧 ∈ 𝜌
(
Δ𝐷
)
. This implies the required formula in (3.12).
The 𝛾-field 𝛾(𝑧) corresponding to Π˜ is given by 𝛾(𝑧) =
(
Γ˜0,Ω↾𝔑𝑧
(
𝐴∗
))−1. Hence, 𝛾(𝑧)−1 = Γ˜0,Ω↾𝔑𝑧(𝐴∗). Combin-
ing (3.10) with the decomposition (3.14) implies that Γ˜0,Ω maps 𝔑𝑧
(
𝐴max
)
continuously onto 𝐻1∕2(𝜕Ω). Hence the
mapping Γ˜0,Ω ∶ 𝔑𝑧
(
𝐴max
)
→ 𝐿2(𝜕Ω), as well as its restriction to𝔑𝑧
(
𝐴∗
)
, is also continuous. Since
𝔑𝑧
(
𝐴∗
)
= 𝔑𝑧(𝐴
∗) ∩ 𝐻1∕2(Ω)
is dense in𝔑𝑧
(
𝐴max
)
, the 𝐿2-closure of 𝛾(𝑧)−1 coincides with the mapping Γ˜0,Ω ∶ 𝔑𝑧
(
𝐴max
)
→ 𝐿2(𝜕Ω), 𝑧 ∈ ℂ ⧵ ℝ.
This proves the second formula in (3.12). In particular, dom𝛾(𝑧) = 𝐻1∕2(𝜕Ω) and ran 𝛾(𝑧) = 𝔑𝑧
(
𝐴max
)
, while the
identity dom 𝔱?˜?(𝜆) = dom𝛾(𝑧), 𝑧 ∈ ℂ ⧵ ℝ, follows from (2.40).
Finally, to see the strictness of the inclusion dom?˜?(𝜆) ⫋ ran Γ˜0,Ω observe that for all 𝑧 ∈ ℂ ⧵ ℝ the mapping
Γ˜0,Ω ∶ 𝔑𝑧
(
𝐴max
)
→ 𝐻1∕2(𝜕Ω) is bijective (because 𝐴𝐾 = 𝐴∗𝐾). Since𝔑𝑧
(
𝐴∗
)
is a proper dense subset of𝔑𝑧
(
𝐴max
)
,
it follows that dom?˜?(𝑧) = Γ˜0,Ω
(
𝔑𝑧(𝐴∗)
)
is a proper dense subset of𝐻1∕2(𝜕Ω). □
Remark 3.2.
(i) Another proof for Theorem 3.1 can be extracted from the abstract result in Theorem 2.2 (for details see [25]). Indeed,
take 𝐴0 = −Δ𝐷 and fix the mappings 𝐺 ∶= (0) and 𝐸 ∶= −Λ(0); see Remark 2.3. By definition 𝛾𝐷𝐺𝜑 = 𝜑 and
𝛾𝐷𝐴
−1
0 𝑓 = 0 for all 𝜑 ∈ 𝐻
0(𝜕Ω) and 𝑓 ∈ 𝐿2(Ω). Moreover, a direct calculation (see e.g. [63] with smooth functions
𝑓) leads to
𝐺∗𝑓 = −𝛾𝑁𝐴
−1
0 𝑓, 𝑓 ∈ 𝐿
2(Ω),
cf. [26, Equation (3.11), (4.1)]. It follows that the abstract boundary mappings Γ0 and Γ1 in (2.5) of the boundary triple
Π in Theorem 2.2 (i) coincide with the trace operators 𝛾𝐷↾ dom𝐴∗ and −𝛾𝑁↾ dom𝐴∗, respectively. Similarly, the
boundary mappings Γ˜0 and Γ˜1 constructed in Theorem 2.2 (iv) coincide with the regularized boundary mappings in
Theorem 3.1 (ii). Notice that ran𝐺 = 𝐻1∕2(Ω) is not closed in 𝐻0(Ω) and hence also by Theorem 2.2 (v) the triple{, Γ˜0, Γ˜1} cannot be 𝑆-generalized. Indeed, by Theorem 3.1 (iii) the property (iii) in Theorem 1.3 is violated since
the strict inclusion dom?˜?(𝜆) ⫋ ran Γ˜0,Ω holds; cf. [26, Section 1.5]. In fact, a more explicit characterization of the
domain of the Weyl function ?˜?(𝜆) will be given later on elsewhere.
The above proof shows that the boundary triple Π˜ in Theorem 3.1 satisfies the condition (ii) in Proposition 2.9 and
hence the fact that the transposed triple Π˜⊤ is 𝐵-generalized can be deduced also from Proposition 2.9.
(ii) By Theorem 3.1 (i) the Weyl function 𝑀(⋅) = −Λ(⋅) of Π in Theorem 3.1 (i) is domain invariant with dom𝑀(𝑧) =
𝐻1(𝜕Ω); see (3.9). In fact, (cf. [25, Prop. 7.6])𝑀(⋅) belongs to the class of inverse Stieltjes functions of unbounded oper-
ators and is associated with the Friedrichs extension of the minimal operator 𝐴min. The inverse −𝑀(⋅)−1 belongs to
the class of Stieltjes functions of compact operators, because the embedding𝐻1(𝜕Ω) → 𝐿2(𝜕Ω) is compact. The form
domain invariant Weyl function ?˜?(⋅) of Π˜ in Theorem 3.1 (ii) belongs to the class of Stieltjes functions of unbounded
operators, while the inverse −?˜?(⋅)−1(⋅) belongs to the class of inverse Stieltjes functions of bounded operators.
(iii) Another 𝐵-generalized boundary triple for 𝐴∗ was constructed and used in [15] to compute the scattering matrix. In
that case a 𝐵-generalized boundary triple has been selected to satisfy dom𝐴∗ = 𝐻1Δ(Ω).
(iv) We expect the relation dom?˜?(⋅) = 𝐻1(𝜕Ω) in (3.13), in which case ?˜?(⋅) is domain invariant, while the triple Π˜ is
𝐸𝑆-generalized. We postpone a discussion of this fact to another place.
Remark 3.3.
(i) Using the above mentioned properties of the traces 𝛾𝑠𝐷 and 𝛾
𝑠
𝑁 , it is easily seen that for the values 3∕2 ≤ 𝑠 ≤ 2 the
boundary triple
Π𝑠 =
{
𝐿2(𝜕Ω), 𝛾𝑠𝐷↾ dom𝐴∗, −𝛾
𝑠
𝑁↾ dom𝐴∗
}
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as well as the transposed boundary triple Π⊤𝑠 are quasi boundary triples (compare [13, Theorem 6.11])
and, in particular, 𝐴𝐵-generalized boundary triples. Indeed, since Green’s identity holds for 𝑠 = 3∕2 (by
Theorem 3.1), it holds also for 𝑠 ∈ [3∕2, 2], moreover, domΔ𝐷 = ker 𝛾𝑠𝐷 , domΔ𝑁 = ker 𝛾
𝑠
𝑁 , and surjectivity of
𝛾𝑠𝐷 × 𝛾
𝑠
𝑁 ∶𝐻
𝑠(Ω)→𝐻𝑠−1∕2(𝜕Ω)×𝐻𝑠−3∕2(𝜕Ω) shows that the range of 𝛾𝑠𝐷 × 𝛾
𝑠
𝑁 is dense in
(
𝐿2(𝜕Ω)
)2.
(ii) More precisely, for every 𝑠 ∈ [3∕2, 2] the quasi boundary triples in (i) are, in fact, essentially unitary. The choice
𝑠 = 3∕2 in Theorem 3.1 is motivated by the following statement: for every 𝑠 ∈ [3∕2, 2] the closure of the graph of(
𝛾𝑠𝐷 × 𝛾
𝑠
𝑁
)
in
(
𝐻0Δ(Ω)
)
×
(
𝐿2(𝜕Ω)
)2 coincides with the graph of (𝛾3∕2𝐷 × 𝛾3∕2𝑁 ) in 𝐿2(Ω) × (𝐿2(𝜕Ω))2. By Theorem 3.1
this closure is an 𝑆-generalized boundary triple for 𝐴max and, hence, it is unitary.
(iii) It follows from (ii) that the Weyl function 𝑀𝑠(⋅) of the quasi boundary triple Π𝑠 for any 𝑠 ∈ (3∕2, 2) is not closed
in 𝐿2(𝜕Ω), hence it is not a Nevanlinna function. However, the closure of𝑀𝑠(⋅) in 𝐿2(𝜕Ω) is just the Weyl function
𝑀3∕2(⋅) = 𝑀(⋅) of Π3∕2 = Π in Theorem 3.1 (i).
Remark 3.4.
(i) General theory of, not necessarily local, boundary value problems for elliptic operators in bounded domains with
smooth boundarywas built in the pioneeringworks byVišik [65] andGrubb [39]. In terms of boundary triplesGrubb’s
results were adapted and further developed inMalamud [57] (see also [1, 14, 21, 36, 40] for some further developments
and applications).
(ii) The description of the Kreı˘n–von Neumann Laplacian (see Theorem 3.1 (ii)) in terms of boundary conditions for
domains with smooth boundary is immediate by combining Krein’s description of𝐴𝐾 [54] with trace theory by Lions
and Magenes (see [55]) and goes back to the works [65] and [60, Section 12.3] (see also [57]). For Lipschitz domains
a similar description of the Kreı˘n–von Neumann Laplacian in terms of extended trace operators was recently given
in [10]; see also Section 3.3 below for another construction.
(iii) Finally, it is mentioned that the abstract renormalization result in [26, Theorem 5.32], when specialized to the case
of the 𝐸𝑆-generalized boundary triple in Theorem 3.1 (ii), leads to an ordinary boundary triple for 𝐴max ; for further
discussion see [25, Cor. 7.7] and comments therein.
3.2 Mixed boundary value problem for Laplacian
LetΩ be a bounded open set inℝ𝑑 (𝑑 ≥ 2) with a smooth boundary 𝜕Ω. Let Σ+ be a compact smooth submanifold of 𝜕Ω,
Σ◦+ be the interior ofΣ+ and letΣ− ∶= 𝜕Ω ⧵ Σ◦+, so thatΣ = Σ+ ∪ Σ−. Let−Δ𝑍 be the Zaremba Laplacian, i.e. the restriction
of the maximal operator 𝐴max to the set of functions, which satisfy Dirichlet boundary condition on Σ− and Neumann
boundary condition on Σ+.
Let𝐻1Σ+(Ω) =
{
𝑢 ∈ 𝐻1(Ω) ∶ supp 𝛾𝐷𝑢 ⊂ Σ+
}
. It is known (see for instance Grubb [41]), that the operator −Δ𝑍 is asso-
ciated with the nonnegative closed quadratic form
𝔞Σ+(𝑢, 𝑣) = ∫Ω ∇𝑢 ⋅∇𝑣 𝑑𝑥, dom𝔞Σ+ = 𝐻
1
Σ+
(Ω),
hence it is selfadjoint in𝐻0(Ω). Clearly, its spectrum 𝜎
(
−Δ𝑍
)
is discrete.
Here we construct an 𝐸𝑆-generalized boundary triple, associated with the Zaremba Laplacian.
Let 𝐴min and 𝐴∗ be the minimal and pre-maximal operators, respectively, associated with −Δ, dom (𝐴∗) = 𝐻
3∕2
Δ (Ω) =
𝐻3∕2(Ω) ∩ dom𝐴max (see Section 3.1). Let 𝐴∗,− be a realization of −Δ given by
dom𝐴∗,− =
{
𝑓 ∈ 𝐻3∕2Δ (Ω) ∶
(
𝛾𝑁𝑓
)|Σ+ = 0}, (3.15)
and let 𝐴− ∶=
(
𝐴∗,−
)∗. Then 𝐴− is an intermediate extension of 𝐴 ∶= 𝐴min in the sense of [29], i.e.
𝐴min ⊂ 𝐴− ⊂ 𝐴∗,− ⊂ (𝐴−)
∗ ⊂ 𝐴max.
More precisely we have the following result.
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Theorem 3.5. Let the operator 𝐴∗,− be defined by (3.15) and let 𝐴− =
(
𝐴∗,−
)∗. Then:
(i) 𝐴− is a symmetric realization of the Laplacian −Δ on the domain
dom𝐴− =
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝑁𝑓 =
(
𝛾𝐷𝑓
)||Σ− = 0} ⊂ domΔ𝑁; (3.16)
(ii) the tripleΠ− =
(
𝐿2(Σ−), 𝑃𝐿2(Σ−)𝛾𝑁, 𝑃𝐿2(Σ−)𝛾𝐷
)
is a 𝐵-generalized boundary triple for (𝐴−)∗;
(iii) the Weyl function corresponding to the boundary tripleΠ− equals to
𝑀−(𝑧) = 𝑃𝐿2(Σ−)Λ(𝑧)
−1↾ 𝐿2(Σ−),
where Λ(𝑧)−1 is the Neumann-to-Dirichlet map;
(iv) the triple (Π−)⊤ =
(
𝐿2(Σ−), 𝑃𝐿2(Σ−)𝛾𝐷, −𝑃𝐿2(Σ−)𝛾𝑁
)
is an 𝐸𝑆-generalized boundary triple for (𝐴−)∗.
Proof.
(i) Since 𝐴𝑁 ⊂ 𝐴∗,− it follows that 𝐴− ⊂ 𝐴𝑁 and hence dom(𝐴−) ⊂ 𝐻2(Ω) and 𝛾𝑁𝑓 = 0 for 𝑓 ∈ dom(𝐴−). Since
𝛾𝑁dom(𝐴∗) = 𝐿
2(𝜕Ω) for every 𝜑 ∈ 𝐿2(Σ−) there exists 𝑓 ∈ dom(𝐴∗) such that
(
𝛾𝑁𝑓
)
(𝑥) =
{
𝜑(𝑥), 𝑥 ∈ Σ−;
0, 𝑥 ∈ 𝜕Ω ⧵ Σ−.
Then for every 𝑔 ∈ dom (𝐴−) one obtains from
0 = (−Δ𝑓, 𝑔)𝐿2(Ω) − (𝑓, −Δ𝑔)𝐿2(Ω) = −
(
𝛾𝑁𝑓, 𝛾𝐷𝑔
)
𝐿2(Σ−)
= −
(
𝜑, 𝛾𝐷𝑔
)
𝐿2(Σ−)
.
Hence 𝑃𝐿2(Σ−)𝛾𝐷𝑔 = 0. This proves the inclusion
dom𝐴− =
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝑁𝑓 =
(
𝛾𝐷𝑓
)||Σ− = 0} ⊂ domΔ𝑁.
The converse inclusion is immediate from (3.15).
(ii) As is proved in Theorem 3.1(i) the tripleΠ =
(
𝐿2(𝜕Ω), 𝛾𝑁, 𝛾𝐷
)
is a𝐵-generalized boundary triple for𝐴∗. Since 𝑆− is an
intermediate extension of 𝐴, also Π− =
(
𝐿2(Σ−), 𝑃𝐿2(Σ−)𝛾𝑁, 𝑃𝐿2(Σ−)𝛾𝐷
)
is a 𝐵-generalized boundary triple for (𝑆−)∗;
see [29, Proposition 4.1]. Notice that ran
(
𝑃𝐿2(Σ−)𝛾𝑁
)
= 𝐿2(Σ−), and the operator𝐴0,− defined as the restriction of−Δ
to the domain
dom𝐴0,− = ker Γ
+
0 =
{
𝑓 ∈ dom
(
𝐴∗,−
)
∶ 𝑃𝐿2(Σ−)𝛾𝑁𝑓 = 0
}
=
{
𝑓 ∈ 𝐻3∕2Δ (Ω) ∶ 𝛾𝑁𝑓 = 0
}
=
{
𝑓 ∈ 𝐻2(Ω) ∶ 𝛾𝑁𝑓 = 0
}
= dom
(
−Δ𝑁
)
is selfadjoint, since it coincides with the Neumann Laplacian.
(iii) This statement is implied by the fact that the Weyl function of the operator 𝐴, corresponding to the boundary triple
Π =
(
𝐿2(𝜕Ω), 𝛾𝑁, 𝛾𝐷
)
, coincides with Λ(𝑧)−1; see [29, Proposition 4.1].
(iv) Consider the operator 𝐴1,− defined as the restriction of −Δ to the domain
dom𝐴1,− =
{
𝑓 ∈ dom
(
𝑆∗,−
)
∶ 𝑃𝐿2(Σ−)𝛾𝐷𝑓 = 0
}
=
{
𝑓 ∈ 𝐻3∕2Δ (Ω) ∶
(
𝛾𝑁𝑓
)||Σ+ = (𝛾𝐷𝑓)||Σ− = 0}.
Observe, that dom
(
−Δ𝑍
)
⊂ 𝐻3∕2−𝜀(Ω) for each 𝜀 > 0while dom
(
−Δ𝑍
)
⊄ 𝐻3∕2(Ω) (see [41]). Therefore, the operator
𝐴1,− is a proper symmetric restriction of Zaremba Laplacian −Δ𝑍 , hence 𝐴1,− is not selfadjoint.
 15222616, 2022, 6, Downloaded from https://onlinelibrary.wiley.com/doi/10.1002/mana.202000049 by University Of Vaasa, Wiley Online Library on [12/01/2023]. See the Terms and Conditions (https://onlinelibrary.wiley.com/terms-and-conditions) on Wiley Online Library for rules of use; OA articles are governed by the applicable Creative Commons License
1138 DERKACH et al.
To prove the statement (iv) it suffices to show that the operator 𝐴1,− is essentially selfadjoint. Assuming the contrary one
finds 𝜆0 = ?̄?0 ∉ 𝜎𝑝
(
−Δ𝑍
)
and a vector 𝑔 ∈ 𝐿2(Ω) such that 𝑔 ⟂ ran
(
𝐴1,− − 𝜆0
)
, i.e.,(
𝑔,
(
−Δ − 𝜆0
)
𝑓
)
𝐿2(Ω) = 0 for all 𝑓 ∈ dom𝐴1,−. (3.17)
This relation with 𝑓 ∈ dom𝐴 implies 𝑔 ∈ dom
(
𝐴max
)
and
(
−Δ − 𝜆0
)
𝑔 = 0. Letting 𝑓 ∈ dom𝐴− and applying the Green
formula one obtains from (3.16) and (3.17) that
0 = (𝑔, −Δ𝑓)𝐿2(Ω) −
(
𝜆0𝑔, 𝑓
)
𝐿2(Ω)
= (𝑔, −Δ𝑓)𝐿2(Ω) − (−Δ𝑔, 𝑓)𝐿2(Ω)
= ⟨𝛾𝑁𝑔, 𝛾𝐷𝑓⟩−3∕2,3∕2 − ⟨𝛾𝐷𝑔, 𝛾𝑁𝑓⟩−1∕2,1∕2
=
⟨(
𝛾𝑁𝑔
)|Σ+, (𝛾𝐷𝑓)||Σ+⟩−3∕2,3∕2,
Here ⟨⋅, ⋅⟩−𝑠,𝑠 denotes duality between 𝐻−𝑠(𝜕Ω) and 𝐻𝑠(𝜕Ω), 𝑠 ∈ ℝ. It follows from (3.1) that 𝛾𝐷(domΔ𝑁) = 𝐻3∕2(𝜕Ω).
Hence 𝛾𝐷(dom𝐴−) = 𝐻3∕2
(
Σ+
)
and the latter implies(
𝛾𝑁𝑔
)||Σ+ = 0. (3.18)
Similarly, it follows from (3.1) that 𝛾𝑁
(
domΔ𝐷
)
= 𝐻1∕2(𝜕Ω). For a subset  of dom𝐴1,−
 = {𝑓 ∈ 𝐻2(Ω) ∶ (𝛾𝑁𝑓)||Σ+ = 𝛾𝐷𝑓 = 0}
one obtains
𝛾𝑁 = 𝐻1∕2(Σ−). (3.19)
Let now 𝑓 ∈ . Then using the Green formula the equality (3.17) can be rewritten as
0 = (𝑔, −Δ𝑓)𝐿2(Ω) −
(
𝜆0𝑔, 𝑓
)
𝐿2(Ω) = −⟨𝛾𝐷𝑔, 𝛾𝑁𝑓⟩−1∕2,1∕2 (3.20)
and (3.19), (3.20) lead to (
𝛾𝐷𝑔
)|Σ− = 0. (3.21)
Since 𝑔 ∈ dom
(
𝐴max
)
, relations (3.18) and (3.21) mean that 𝑔 ∈ dom
(
−Δ𝑍
)
. Thus 𝑔 ∈ ker
(
−Δ𝑍 − 𝜆0
)
= {0}, hence 𝑔 = 0.
This completes the proof. □
Remark 3.6. As follows from [26, Theorem 5.24] the statement (iii) in Theorem 3.5 is equivalent to the fact that the
𝛾-field 𝛾(𝜆) admits a single-valued closure for all 𝜆 ∈ ℂ+ ∪ ℂ− with constant domain and the 𝑀-function −𝑀−(𝑧)−1
is form domain invariant. As was mentioned in the proof, 𝐴1,− is essentially selfadjoint, while is not selfadjoint. By
[26, Theorem 1.12, Theorem 5.17], this implies that the operators 𝛾(𝜆) are not bounded; this fact was apparently first
mentioned in [62, Theorem 6.23]. In particular, the corresponding boundary triple (Π−)⊤ is neither 𝑆-generalized, nor
an 𝐴𝐵-generalized or a quasi boundary triple in the sense of [12].
3.3 Laplacians on Lipschitz domains
Here the smoothness properties on Ω are relaxed; it is assumed that Ω is a bounded Lipschitz domain. In this case the
Dirichlet and Neumann traces
𝛾𝐷 ∶ 𝐻
𝑠
Δ(Ω) → 𝐻
𝑠−1∕2(𝜕Ω), 𝛾𝑁 ∶ 𝐻
𝑠
Δ(Ω) → 𝐻
𝑠−3∕2(𝜕Ω)
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are still continuous operators for all 1∕2 ≤ 𝑠 ≤ 3∕2 and, in addition, both are surjective when 𝑠 = 1∕2 and 𝑠 = 3∕2; see
Gesztesy and Mitrea [36, Lemmas 3.1, 3.2]. In this case the results, which are analogous to those in Section 3.1, will be
derived directly from the abstract setting treated in Section 2.1.
The following analog of Theorem 3.1 is obtained fromTheorem 2.2 using the 3∕2 regularity of the selfadjoint extensions
−Δ𝐷 and −Δ𝑁 ; cf. [36, 45, 46]. Since 0 ∈ 𝜌
(
−Δ𝐷
)
, one can decompose
dom𝐴max = domΔ𝐷+̇ ker𝐴max.
Proposition 3.7. LetΩ ⊂ ℝ𝑛, 𝑛 ≥ 2, be a bounded Lipschitz domain. Let the operators 𝛾𝑁 , 𝛾𝐷 ,(𝑧),Λ(𝑧) and𝐴∗ be defined
by (3.2), (3.8), (3.9), and (3.5). Then:
(i)
{
𝐿2(𝜕Ω), 𝛾𝐷↾ dom𝐴∗,−𝛾𝑁↾ dom𝐴∗
}
is an 𝑆-generalized boundary triple for𝐴∗ with domain dom𝐴∗ = 𝐻
3∕2
Δ (Ω), the
transposed boundary triple is𝐵-generalized, moreover, the corresponding 𝛾-field 𝛾(⋅) is bounded and coincides with(𝑧)
and the Weyl function𝑀(⋅) coincides with −Λ(⋅);
(ii)
{
𝐿2(𝜕Ω), Γ˜0,Ω, Γ˜1,Ω
}
, where(
Γ˜0,Ω
Γ˜1,Ω
)(
𝑓 + 𝛾(0)ℎ
)
=
(
−𝛾(0)∗Δ𝐷𝑓
−ℎ
)
, 𝑓 ∈ domΔ𝐷, ℎ ∈ 𝐿
2(𝜕Ω), (3.22)
defines an 𝐸𝑆-generalized boundary triple for 𝐴max with dense domain
dom𝐴∗ = domΔ𝐷 + ran 𝛾(0) ⊂ dom𝐴
∗,
the transposed boundary triple is 𝐵-generalized, and the corresponding Weyl function is the 𝐿2(𝜕Ω)-closure
?˜?(𝑧) = clos(Λ(𝑧) − Λ(0))−1;
(iii) the extension 𝐴0 ∶= 𝐴max↾ ker Γ˜0,Ω is essentially selfadjoint and its closure coincides with the Kreı˘n–von Neumann
extension of the operator 𝐴min.
Proof.
(i) Green’s identity holds: this can be obtained for instance from the formula (3.21) in [36] (cf. proof of Theorem 3.12
below). Moreover, according to [36, 45, 46], see also [16],
Δ𝐷 = Δ↾
{
𝑦 ∈ 𝐻3∕2Δ (Ω) ∶ 𝛾𝐷𝑦 = 0
}
and Δ𝑁 = Δ↾
{
𝑦 ∈ 𝐻3∕2Δ (Ω) ∶ 𝛾𝑁𝑦 = 0
}
,
are selfadjoint operators in 𝐿2
(
𝜕Ω
)
and, in addition, 0 ∈ 𝜌(−Δ𝐷). Hence,
dom𝑀(⋅) = ran 𝛾𝐷 = 𝐻
1(𝜕Ω), ran𝑀(⋅) = ran 𝛾𝑁 = 𝐻
0(𝜕Ω).
Thus,
{
𝐿2(𝜕Ω), 𝛾𝐷↾ dom𝐴∗,−𝛾𝑁↾ dom𝐴∗
}
is an 𝐴𝐵-generalized boundary triple. Moreover, according to [36,
Theorem 5.7] the corresponding Weyl function 𝑀(⋅) is a bounded operator from 𝐻1(𝜕Ω) to 𝐿2(𝜕Ω). Since 𝑀(𝑧),
𝑧 ∈ 𝜌
(
−Δ𝐷
)
, is surjective, the inverse𝑀(𝑧)−1, 𝑧 ∈ 𝜌
(
−Δ𝐷
)
∩ 𝜌
(
−Δ𝑁
)
, is bounded from 𝐿2(𝜕Ω) to 𝐻1(𝜕Ω); in par-
ticular, −𝑀(𝑧)−1 is bounded in 𝐿2(𝜕Ω). From [26, Corollary 4.7] one concludes that the 𝐴𝐵-generalized boundary
triple
{
𝐿2(𝜕Ω), 𝛾𝐷↾ dom𝐴∗,−𝛾𝑁↾ dom𝐴∗
}
is unitary, i.e., it is 𝑆-generalized. The assertion concerning the 𝛾-field
is obtained from Theorem 1.3. The transposed boundary triple is 𝐵-generalized, since 𝛾𝑁 ∶ 𝐻
3∕2
Δ (Ω) → 𝐻
0(𝜕Ω) is
surjective, or since the corresponding Weyl function −𝑀(𝑧)−1 is bounded.
(ii) This result is obtained directly from Theorem 2.2 with 𝐴0 = −Δ𝐷 , 𝐺 ∶= 𝛾(0) which is bounded by item (i) and
𝐸 ∶= −Λ(0) which is selfadjoint, since 0 ∈ 𝜌
(
−Δ𝐷
)
.
(iii) This follows from Theorem 2.2 and Theorem 2.6; see (2.21). □
Next the renormalization in Theorem 2.6 is applied to the 𝐸𝑆-generalized boundary triple in Proposition 3.7.
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Proposition 3.8. With the notations and assumptions as in Proposition 3.7, let
{
𝐿2(𝜕Ω), Γ0,Ω, Γ1,Ω
}
be the 𝐸𝑆-generalized
boundary triple with the Weyl function ?˜?(⋅) and let 𝑃0 be the orthogonal projection onto𝔑0 ∶= ker𝐴max . Then:
(i) the Weyl function ?˜?(𝑧) = clos(Λ(𝑧) − Λ(0))−1 is form domain invariant,
dom 𝔱?˜?(𝑧) = ran 𝛾(0)
∗, 𝑧 ∈ 𝜌
(
−Δ𝐷
)
;
(ii) the renormalized boundary triple
{
𝔑0, Γ0, 𝑟, Γ1, 𝑟
}
, where(
Γ0, 𝑟
Γ1, 𝑟
)
(𝑓 + ℎ) =
(
−𝑃0Δ𝐷𝑓
−ℎ
)
, 𝑓 ∈ domΔ𝐷, ℎ ∈ 𝔑0,
is an ordinary boundary triple for 𝐴max ;
(iii) the corresponding Weyl function is given by
𝑀𝑟(𝜆) = 𝐴
−
11 − 1∕𝜆 −
(
𝐴−21
)∗(
𝐴−22 − 1∕𝜆
)−1
𝐴−21, 𝜆 ∈ 𝜌
(
−Δ𝐷
)
,
where −Δ−1𝐷 =
(
𝐴−
𝑖𝑗
)2
𝑖,𝑗=1
is decomposed according toℌ = 𝔑0 ⊕
(
𝔑0
)⟂.
Proof. The result is obtained by applying Theorem 2.6 to Proposition 3.7 with the choices 𝐴0 = −Δ𝐷 and 𝐺 ∶= 𝛾(0). □
As a consequence one has the following result:
Corollary 3.9. The inverse of the regularized Dirichlet-to-Neumann map clos(Λ(𝑧) − Λ(0)) has the form
?˜?(𝑧) = clos(Λ(𝑧) − Λ(0))−1 = 𝛾(0)(−1)𝑀𝑟(𝑧)𝛾(0)
−(∗)
and, consequently, the Dirichlet-to-Neumann map has the representation
Λ(𝑧) = Λ(0) + 𝛾(0)∗𝑀𝑟(𝑧)
−1𝛾(0), 𝑧 ∈ 𝜌
(
−Δ𝐷
)
.
Notice that here by definition𝑀𝑟(0)−1 =
(
∞−1 =
)
0.
Comparing Proposition 3.7 (ii) with Proposition 3.8 (i) we get the following equality
ran Γ0,Ω = dom 𝔱?˜?(𝑧) = ran 𝛾(0)
∗, 𝑧 ∈ 𝜌
(
−Δ𝐷
)
.
Furthermore, it is clear from (3.22) that
ran Γ0,Ω × Γ1,Ω = ran 𝛾(0)
∗ × 𝐿2(𝜕Ω).
In particular, one can renormalize the regularized boundary mappings Γ0,Ω = 𝛾𝑁 − Λ(0)𝛾𝐷 , Γ1,Ω = 𝛾𝐷 also by any
bounded operator 𝐺 acting in the boundary space 𝐿2(𝜕Ω) such that ran𝐺 = ran 𝛾(0)∗ and ker𝐺 = {0}. This leads to an
isomorphic copy of the results in Proposition 3.8. In this case the parametrization of all intermediate extensions of 𝐴min
can be expressed via boundary conditions involving 𝐺−1
(
𝛾𝑁 − Λ(0)𝛾𝐷
)
and 𝐺∗𝛾𝐷 ; cf. Remark 3.4 (iii).
3.4 Laplacian on rough domains
Let Ω be a bounded domain in ℝ𝑑 (𝑑 ≥ 2) whose boundary 𝜕Ω is equipped with a finite (𝑑 − 1)-dimensional Hausdorff
measure𝜎,𝜎(𝜕Ω) < ∞. To construct an analog for the boundary triple appearing in Theorem3.1 (i) in nonsmooth domains
Ωwemake use of some results established in [23] and [4–6]. Following Arendt and ter Elst [4, Definition 3.1] we first recall
the notion of a trace 𝜑 ∈ 𝐿2(𝜎) for a class of functions 𝑢 ∈ 𝐻1(Ω).
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Definition 3.10. A function 𝜑 ∈ 𝐿2(𝑑𝜎) is said to be a trace of 𝑢 ∈ 𝐻1(Ω), if there is a sequence 𝑢𝑛 ∈ 𝐻1(Ω) ∩ 𝐶
(
Ω
)
,
such that
lim
𝑛→∞
𝑢𝑛 = 𝑢
(
in𝐻1(Ω)
)
and lim
𝑛→∞
𝑢𝑛|𝜕Ω = 𝜑 (in 𝐿2(𝜎)).
Denote by𝐻1𝜎(Ω) the set of elements of𝐻1(Ω) for which there exists a trace. In general, the trace is not uniquely defined.
It is possible that 𝑢 ∣ Ω = 0 while its trace 𝛾𝐷𝑢 = 𝑢 ∣ 𝜕Ω in 𝐿2(𝜎) is nontrivial; for an example see e.g. [4, Example 4.4].
Define the linear relation 𝛾𝐷 by
𝛾𝐷 ∶=
{
{𝑢, 𝜑} ∶ 𝑢 ∈ 𝐻1𝜎(Ω), 𝜑 ∈ 𝐿
2(𝜎), 𝜑 is a trace of 𝑢
}
.
Then 𝛾𝐷 can be considered as a mapping from𝐻1(Ω) to 𝐿2(𝜎), which is linear but in general multivalued on the domain
𝐻1𝜎(Ω) and it has dense range in 𝐿2(𝜎); cf. [4]. If 𝑢 and 𝜑 are as in Definition 3.10 we shall write
𝜑 ∈ 𝛾𝐷𝑢.
The space𝐻1𝜎(Ω) coincides with the closure of𝐻1(Ω) ∩ 𝐶
(
Ω
)
in the norm
‖𝑢‖21,𝜎 = ‖𝑢‖2𝐻1(Ω) + ∫𝜕Ω |𝑢|2 𝑑𝜎. (3.23)
Following [4] denote by ?˜?1(Ω) the closure of 𝐻1(Ω) ∩ 𝐶
(
Ω
)
in 𝐻1(Ω). In view of (3.23) 𝐻1𝜎(Ω) is a subset of ?˜?1(Ω).
Without additional conditions onΩ the space ?˜?1(Ω) need not be dense in𝐻1(Ω). Some sufficient conditions, likeΩ being
starshaped or having a continuous boundary, can be found e.g. in [61, Section 1.1.6]. Consequently,𝐻1𝜎(Ω) is not necessarily
a dense subset of𝐻1(Ω).
For associating an appropriate boundary triple in this setting, we impose the following additional assumption.
Assumption 3.11. 𝐻1𝜎(Ω) = ?˜?1(Ω).
A list of conditions equivalent to Assumption 3.11 is given in [4, Theorem 6.1]. Notice that the space 𝐻1(Ω) appearing
in [4, Section 5] has a norm which is equivalent to norm of 𝐻1𝜎(Ω) defined in (3.23) due to the following special case of
Maz’ya inequality: there exists a constant 𝑐𝑀 > 0 such that
∫Ω |𝑢|2 𝑑𝑥 ≤ 𝑐𝑀
(
∫Ω |∇𝑢|2 𝑑𝑥 + ∫𝜕Ω |𝑢|2 𝑑𝜎
)
(3.24)
holds for all 𝑢 ∈ 𝐻1(Ω) ∩ 𝐶
(
Ω
)
; see [61, Section 3.6], [4, Equation (5)]. The inequality (3.24) is a generalization of
Friedrichs inequality to the case of rough domains.
In [4, Definition 3.2] the (weak) normal derivative is defined implicitly via Green’s (first) formula as follows: a function
𝑢 ∈ 𝐻1(Ω) with Δ𝑢 ∈ 𝐿2(Ω) is said to have a weak normal derivative in 𝐿2(𝜎) if there exists 𝜓 ∈ 𝐿2(𝜎) such that
∫Ω(Δ𝑢)𝑣 𝑑𝑥 + ∫Ω ∇𝑢 ⋅∇𝑣 𝑑𝑥 = ∫𝜕Ω 𝜓𝑣 𝑑𝜎 (3.25)
holds for all 𝑣 ∈ 𝐻1(Ω) ∩ 𝐶
(
Ω
)
, where Δ𝑢 denotes the Laplacian understood in distributional sense. Since the functions
𝑣↾ 𝜕Ω, 𝑣 ∈ 𝐻1(Ω) ∩ 𝐶
(
Ω
)
, form a dense set in 𝐿2(𝜎), the function𝜓 ∈ 𝐿2(𝜎) is uniquely determined by 𝑢 and themapping
𝑢 → 𝜓 is denoted by 𝛾𝑁 :
𝛾𝑁𝑢 ∶= 𝜓, 𝑢 ∈ dom𝛾𝑁 ⊂ 𝐻
1(Ω) ∩ dom𝐴max.
Assume that for some 𝜑, 𝜓 ∈ 𝐿2(𝜎), 𝑢 ∈ 𝐻1(Ω), and 𝑥 ≤ 0 one has
(−Δ − 𝑥𝐼)𝑢 = 0, 𝜑 ∈ 𝛾𝐷𝑢, 𝜓 = 𝛾𝑁𝑢, 𝑥 ≤ 0. (3.26)
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The operator Λ(𝑥) which maps 𝜑 to 𝜓 is called the Dirichlet-to-Neumann map. A slight modification of the proof of
[4, Theorem 3.3] shows, that Λ(𝑥) is a nonnegative selfadjoint operator on 𝐿2(𝜎) which is uniquely determined by the
three properties listed in (3.26).
Now consider the differential expression −Δ, where Δ = ∇ ⋅∇ is the (distributional) Laplacian operator in Ω. Recall
(see [6, Example 3.1]) that for an open set Ω (without any regularity on the boundary) the Dirichlet Laplacian −Δ𝐷 is
defined as the selfadjoint operator associated with the closed (Dirichlet) form
𝜏𝐷(𝑓, 𝑔) = ∫Ω ∇𝑓 ⋅∇𝑔 𝑑𝑥, dom𝜏𝐷 = 𝐻
1
0(Ω).
Similarly the Neumann Laplacian −Δ𝑁 is defined as the selfadjoint operator associated with the closed form (see [6,
Example 3.2])
𝜏𝑁(𝑓, 𝑔) = ∫Ω ∇𝑓 ⋅∇𝑔 𝑑𝑥, dom𝜏𝑁 = ?˜?
1(Ω). (3.27)
Theorem 3.12. Let Ω ⊂ ℝ𝑑, 𝑑 ≥ 2, whose boundary 𝜕Ω is equipped with a finite (𝑑 − 1)-dimensional Hausdorff measure
𝜎, let Assumption 3.11 be in force, and let the linear relation Γ be defined by
Γ =
{{
𝑓,
(
𝜑
−𝜓
)}
∶
𝑓 ∈ ?˜?1(Ω) ∩ dom𝛾𝑁, 𝜑, 𝜓 ∈ 𝐿
2(𝜎), Δ𝑓 ∈ 𝐿2(Ω)
𝜑 ∈ 𝛾𝐷𝑓, 𝜓 = 𝛾𝑁𝑓
}
. (3.28)
Then:
(i) the pair
{
𝐿2(𝜎), Γ
}
is a positive unitary boundary pair for −Δ on 𝐴∗ ∶= domΓ;
(ii) for every 𝑥 < 0 the Weyl function𝑀(𝑥) of the pair
{
𝐿2(𝜎), Γ
}
coincides (up to the sign) with the Dirichlet-to-Neumann
map Λ(𝑥):
𝑀(𝑥) = −Λ(𝑥), 𝑥 < 0, (3.29)
in particular, the function 𝑀(⋅) is an inverse Stieltjes function whose values 𝑀(𝑧), 𝑧 ∈ ℂ ⧵ [0,∞), are (unbounded)
operators with ker𝑀(𝑧) = mul Γ0;
(iii) the operator 𝐴1 ∶= −Δ↾ker Γ1 coincides with the Neumann Laplacian −Δ𝑁 ;
(iv) the transposed pair
{
𝐿2(𝜎), Γ⊤
}
is 𝑆-generalized and the correspondingWeyl function−𝑀(⋅)−1 is amultivalued domain
invariant Stieltjes function.
Proof.
(i)–(iii) If 𝑓 ∈ domΓ, then the (first) Green’s identity (3.25) holds with �� = 𝑓 and 𝑣 ∈ 𝐻1(Ω) ∩ 𝐶
(
Ω
)
. Then in view
of (3.23) this identity can be extended to hold for all 𝑣 ∈ 𝐻1𝜎(Ω). Thus, in particular, it holds for all 𝑔 ∶= 𝑣 ∈ domΓ:
∫Ω(Δ𝑓)𝑔 𝑑𝑥 + ∫Ω ∇𝑓 ⋅∇𝑔 𝑑𝑥 = ∫𝜕Ω 𝜓𝜑 𝑑𝜎, 𝜓 = 𝛾𝑁𝑓, 𝜑 ∈ 𝛾𝐷𝑔. (3.30)
Similarly, one gets from (3.25) with 𝑢 = 𝑔 ∈ domΓ and 𝑣 = 𝑓 ∈ domΓ:
∫Ω(Δ𝑔)𝑓 𝑑𝑥 + ∫Ω ∇𝑔 ⋅∇𝑓 𝑑𝑥 = ∫𝜕Ω 𝜓𝜑 𝑑𝜎, 𝜓 = 𝛾𝑁𝑔, 𝜑 ∈ 𝛾𝐷𝑓.
Taking conjugates in the last identity and subtracting the identity (3.30) from that leads to Green’s (second) for-
mula in [26, Equation (3.1)] for −Δ with 𝑓, 𝑔 ∈ 𝐴∗ = domΓ. Thus,
{
𝐿2(𝜎), Γ
}
is an isometric boundary pair.
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To prove that
{
𝐿2(𝜎), Γ
}
is a unitary boundary pair, we proceed by proving (ii) and (iii). With 𝑥 < 0 it follows
from (3.28) that 𝜑 ∈ dom𝑀(𝑥) and𝑀(𝑥)𝜑 = −𝜓 precisely when there exists 𝑢 ∈ ?˜?1(Ω) ∩ dom𝛾𝑁 , such that
−Δ𝑢 − 𝑥𝑢 = 0, 𝜑 ∈ 𝛾𝐷𝑢, 𝜓 = 𝛾𝑁𝑢.
In view of (3.26) this means that the operator −𝑀(𝑥) coincides with the Dirichlet-to-Neumann map Λ(𝑥),
which is a nonnegative selfadjoint operator in 𝐿2(𝜎). This proves (3.29). The definition of Γ shows that
mul Γ = mul Γ0 × {0} and hence by [26, Lemma 3.6] ker𝑀(𝑧) = mul Γ0 does not depend on 𝜆 ∈ ℂ ⧵ ℝ. The asser-
tion that𝑀(⋅) is an inverse Stieltjes function is a consequence of𝑀(𝑥) ≤ 0, 𝑥 < 0, (the nonnegativity of the main
transform 𝐴, which is shown below, implies that𝑀(𝑥) is also holomorphic at 𝑥 < 0). This proves (ii).
By definition every 𝑓 ∈ dom
(
−Δ𝑁
)
belongs to ?˜?1(Ω). On the other hand, by Assumption 3.11 ?˜?1(Ω) = 𝐻1𝜎(Ω) =
dom𝛾𝐷 and hence, in particular, for every 𝑓 ∈ dom
(
−Δ𝑁
)
there exists a Dirichlet trace 𝜑 ∈ 𝛾𝐷𝑓. Next it is shown
that for every 𝑓 ∈ dom
(
−Δ𝑁
)
also the Neumann trace 𝛾𝐷𝑢 exists. Indeed, by definition the Neumann Lapla-
cian −Δ𝑁 is the selfadjoint operator associated with the closed form (3.27). Hence, (3.27) implies that for all
𝑓 ∈ dom
(
−Δ𝑁
)
and 𝑔 ∈ ?˜?1(Ω) ,
∫Ω ∇𝑓 ⋅∇𝑔 𝑑𝑥 = ∫Ω(−Δ𝑓)𝑔 𝑑𝑥.
Comparing this identity with the definition of 𝛾𝑁 it is seen that the equality (3.25) is satisfied with the
choice 𝜓 = 0. Therefore, 𝑓 ∈ dom𝛾𝑁 and 𝛾𝑁𝑓 = 0. This implies that dom
(
−Δ𝑁
)
⊂ dom𝐴∗ and, moreover, that
dom
(
−Δ𝑁
)
⊂ ker 𝛾𝑁 = dom𝐴1. Since −Δ𝑁 is a selfadjoint operator in 𝐿2(Ω) and 𝐴1 is symmetric (see [26, Sec-
tion 3.3], the equality 𝐴1 = −Δ𝑁 follows. This proves the assertion (iii).
Next we complete the proof of (i) by showing that
{
𝐿2(𝜎), Γ
}
is a positive unitary boundary pair, i.e., that themain
transform 𝐴 of Γ given by
𝐴 ∶=
{{(
𝑓
𝜑
)
,
(
−Δ𝑓
𝜓
)}
∶
{(
𝑓
−Δ𝑓
)
,
(
𝜑
−𝜓
)}
∈ Γ
}
is a nonnegative selfadjoint relation in 𝐿2(Ω) × 𝐿2(𝜎); see (2.23). Nonnegativity of 𝐴 follows immediately
from (3.30). On the other hand, by item (ii) the Weyl function satisfies −𝑀(𝑥) = Λ(𝑥) ≥ 0, 𝑥 < 0, and hence it is
a nonpositive selfadjoint operator with −𝑥 ∈ 𝜌(𝑀(𝑥)). Since dom
(
−Δ𝑁
)
⊂ dom𝐴∗ and −Δ𝑁 ≥ 0 is selfadjoint it
follows from Theorem 2.12 that 𝑥 ∈ 𝜌
(
𝐴
)
and hence 𝐴 = 𝐴∗ ≥ 0, which proves the claim.
(iv) Since 𝐴1 = −Δ𝑁 is selfadjoint, the transposed pair
{
𝐿2(𝜎), Γ⊤
}
is 𝑆-generalized; see [26, Definition 5.11]. More-
over, the value of the correspondingWeyl function−𝑀(𝑥)−1 ≥ 0 is a nonnegative selfadjoint relation in 𝐿2(𝜎) for
every 𝑥 < 0. This implies that −𝑀(⋅)−1 is a (multivalued) Stieltjes family (see Definition in [26, Section 2.1]). It is
domain invariant by [26, Theorem 5.17].
□
In this general setting, the multivalued part of Γ can be nontrivial, since the trace 𝛾𝐷 need not be uniquely determined.
For unitary boundary pairs the multivalued part is described in [28, Lemma 4.1] and for isometric boundary pairs in [26,
Lemma 3.6]. In the present setting a more explicit description of the multivalued part can be given with the aid of a result
of Daners in [23]; see also [6] for an other proof of Daners result via capacity arguments.
Corollary 3.13. There exists a Borel set 𝐵0 ⊂ 𝜕Ω, such that
mul 𝛾𝐷 = 𝐿
2(𝐵0), mul Γ = mul 𝛾𝐷 × {0},
and, in particular,mul 𝛾𝐷 = ker𝑀(𝜆), 𝜆 ∈ ℂ ⧵ [0,∞).
 15222616, 2022, 6, Downloaded from https://onlinelibrary.wiley.com/doi/10.1002/mana.202000049 by University Of Vaasa, Wiley Online Library on [12/01/2023]. See the Terms and Conditions (https://onlinelibrary.wiley.com/terms-and-conditions) on Wiley Online Library for rules of use; OA articles are governed by the applicable Creative Commons License
1144 DERKACH et al.
Hence, Γ is single-valued if and only if 𝐿2
(
𝐵0
)
= {0}, i.e., 𝜎
(
𝐵0
)
= 0. The set 𝐵0 is unique up to 𝜎-equivalence
𝜎
(
𝐵0Δ𝐵0
)
= 0. Since mul 𝛾𝐷 ≠ 0 corresponds to 𝜎(𝐵0) > 0, 𝐵0 can be considered to represent an irregular part of the
boundary.
Remark 3.14. In this general setting we do not know if the operator 𝐴0 ∶= −Δ↾ker Γ0 coincides with the Dirichlet
Laplacian −Δ𝐷 . In other words, we do not know if the Neumann trace 𝛾𝑁𝑢 exists for every 𝑢 ∈ dom
(
− Δ𝐷
)
.
4 DIFFERENTIAL OPERATORSWITH LOCAL POINT INTERACTIONS
4.1 Abstract results on direct sums of boundary triples
A general class of unitary boundary triples, which are more general than generalized boundary triples is obtained by
considering an infinite orthogonal sum of ordinary boundary triples. Here we mainly follow the considerations in [52];
see also the references given therein.
Let 𝑆𝑛 be a densely defined symmetric operator with equal defect numbers 𝑛+
(
𝑆𝑛
)
= 𝑛+
(
𝑆𝑛
)
in the Hilbert space ℌ𝑛,
𝑛 ∈ ℕ. Consider the operator 𝐴 =⨁∞𝑛=1 𝑆𝑛 in the Hilbert space
ℌ ∶=
∞⨁
𝑛=1
ℌ𝑛 =
{
∞⨁
𝑛=1
𝑓𝑛 ∶ 𝑓𝑛 ∈ ℌ𝑛,
∞∑
𝑛=1
‖𝑓𝑛‖2 < ∞}.
Then 𝐴 is symmetric with equal defect numbers and its adjoint 𝐴∗ is given by
𝐴∗ =
∞⨁
𝑛=1
𝑆∗𝑛, dom𝐴
∗ =
{
∞⨁
𝑛=1
𝑓𝑛 ∈ ℌ ∶ 𝑓𝑛 ∈ dom𝑆
∗
𝑛,
∞∑
𝑛=1
‖‖𝑆∗𝑛𝑓𝑛‖‖2 < ∞
}
. (4.1)
Now let Π𝑛 =
{𝑛, Γ(𝑛)0 , Γ(𝑛)1 } be an ordinary boundary triple for 𝑆∗𝑛, 𝑛 ∈ ℕ. Let
 =
∞⨁
𝑛=1
𝑛, Γ(𝑛) ∶= col
{
Γ(𝑛)0 , Γ
(𝑛)
1
}
and let the mapping Γ′0 and Γ
′
1 be defined by
Γ𝑗
′ ∶=
∞⨁
𝑛=1
Γ(𝑛)𝑗 , domΓ
′
𝑗 =
{
∞⨁
𝑛=1
𝑓𝑛 ∈ dom𝐴
∗ ∶
∑
𝑛∈ℕ
‖‖‖Γ(𝑛)𝑗 𝑓𝑛‖‖‖2𝑛 < ∞
}
, 𝑗 ∈ {0, 1}. (4.2)
We also put
Γ =
(
Γ0
Γ1
)
∶=
(
Γ′0
Γ′1
)
↾ domΓ, where domΓ = domΓ′1 ∩ domΓ
′
0. (4.3)
Then Γ′
𝑗
= Γ𝑗 , 𝑗 = 0, 1. Denote byℌ+ the domain dom𝐴∗ equipped with the graph norm of𝐴∗. Clearly, domΓ is dense in
ℌ+. Define the operators 𝑆𝑛,𝑗 ∶= 𝑆∗𝑛 ↾ ker Γ
(𝑛)
𝑗 and𝐴
′
𝑗 ∶=
⨁∞
𝑛=1 𝑆𝑛,𝑗 , 𝑗 ∈ {0, 1}. Then𝐴
′
0 and𝐴
′
1 are selfadjoint extensions
of 𝐴, which are are disjoint but not necessarily transversal. Finally, denote
𝐴∗ ∶= 𝐴
∗ ↾ domΓ and 𝐴𝑗 ∶= 𝐴∗ ↾ ker Γ𝑗, 𝑗 ∈ {0, 1}. (4.4)
Clearly, 𝐴𝑗 = 𝐴′𝑗, hence 𝐴𝑗 is essentially selfadjoint, 𝑗 ∈ {0, 1}.
The following result is contained in [52] (and stated here in the terminology of the present paper).
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Theorem 4.1 [52]. Let Π𝑛 =
{𝑛, Γ(𝑛)0 , Γ(𝑛)1 } be an ordinary boundary triple for 𝑆∗𝑛, let also 𝑆𝑛, 𝑗 = 𝑆∗𝑛↾ ker Γ(𝑛)𝑗 , 𝑗 ∈ {0, 1},
and let 𝑀𝑛(⋅), 𝑛 ∈ ℕ, be the corresponding Weyl function. Moreover, let the operators 𝐴∗, Γ′𝑗 and Γ𝑗 , 𝑗 ∈ {0, 1}, be given
by (4.1), (4.2) and (4.3). Then:
(i) Π =
{, Γ0, Γ1} is a unitary boundary triple for 𝐴∗;
(ii) the Weyl function is the orthogonal sum𝑀(𝑧) =⨁∞𝑛=1 𝑀𝑛(𝑧);
(iii) the mapping Γ𝑗 ∶ ℌ+ →  is closable and Γ𝑗 = Γ′𝑗 , 𝑗 ∈ {0, 1};
(iv) The operator 𝐴𝑗 given by (4.4) is essentially selfadjoint and 𝐴𝑗 =
⨁∞
𝑛=1 𝑆𝑛, 𝑗 = 𝐴
′
𝑗
, 𝑗 ∈ {0, 1}.
The tripleΠ =
{, Γ0, Γ1} in Theorem 4.1 is called the direct sum ofΠ𝑛 and is denoted byΠ = ⊕∞𝑛=1Π𝑛. The following
result characterizes selfadjointness of 𝐴𝑗 , 𝑗 ∈ {0, 1}, and completes Theorem 3.2 from [52].
Proposition 4.2. Let the assumptions be as in Theorem 4.1 and let 𝐴𝑗 = ker Γ𝑗 , 𝑗 ∈ {0, 1}. Then
𝐴𝑗 =
∞⨁
𝑛=1
𝑆𝑛, 𝑗 ⟺ Γ𝑗′↾𝐴𝑗 is bounded (𝑗′ = 1 − 𝑗 ∈ {0, 1}). (4.5)
In particular, 𝐴0 satisfies (4.5)
(
i.e. 𝐴0 = 𝐴∗0
)
if and only if the corresponding Weyl function𝑀(⋅) and the 𝛾-field 𝛾(⋅) satisfy
one of the equivalent conditions in Theorem 1.3.
Similarly,𝐴1 satisfies (4.5) if and only if theWeyl function−𝑀−1(⋅) and 𝛾-field 𝛾(⋅)𝑀−1(⋅) corresponding to the transposed
boundary tripleΠ⊤ =
{, Γ1, −Γ0} satisfy one of the equivalent conditions in Theorem 1.3.
Proof. Indeed, by [26, Proposition 5.5 (i)]Γ1𝐻(𝜆) = 𝛾(?̄?)∗ and henceΓ1𝐻(𝜆) is closed. Since𝐴0 is essentially selfadjoint, the
equivalence𝐴0 = 𝐴∗0 ⟺Γ1↾𝐴0 is bounded, is obtained from [26, Lemma 5.3 (iii), (v)]. All the other equivalent conditions
for 𝐴0 = 𝐴∗0 hold by Theorem 1.3.
The criterion (4.5) and the other equivalent statements for𝐴1 = 𝐴∗1 are obtained by passing to the transposed boundary
triple
{, Γ1, −Γ0}. □
Remark 4.3. The criterion (4.5) implies the sufficient conditions for 𝐴0 and 𝐴1 to be selfadjoint as established in
[52, Theorem 3.2]. Namely, if Γ1 or Γ0 is bounded, then also the restriction Γ1↾𝐴0 or Γ0↾𝐴1, respectively, is bounded.
Moreover, if𝐴0 and𝐴1 are transversal, i.e. dom𝐴0 + dom𝐴1 = dom𝐴∗, then clearly Γ𝑗′↾𝐴𝑗 is bounded⇔Γ𝑗′ is bounded,
since ker Γ𝑗 = dom𝐴𝑗 (𝑗′ = 1 − 𝑗 ∈ {0, 1}).
A criterion for a direct sum of ordinary boundary triples to form also an ordinary boundary triple can be formulated in
terms of the corresponding Weyl functions (see [22, 52, 58]).
Theorem 4.4. Let Π𝑛 =
{𝑛, Γ(𝑛)0 , Γ(𝑛)1 } be a boundary triple for 𝑆∗𝑛, let𝑀𝑛(⋅) be the corresponding Weyl function, 𝑛 ∈ ℕ,
and let 𝐴∗ = ⊕∞𝑛=1𝑆
∗
𝑛.
(i) The direct sumΠ = ⊕∞𝑛=1Π𝑛 is an ordinary boundary triple for the operator 𝐴
∗ if and only if
𝐶1 = sup
𝑛
‖‖𝑀𝑛(𝑖)‖‖𝑛 < ∞ and 𝐶2 = sup𝑛 ‖‖‖(Im𝑀𝑛(𝑖))−1‖‖‖𝑛 < ∞.
(ii) The direct sumΠ = ⊕∞𝑛=1Π𝑛 is a 𝐵-generalized boundary triple for the operator 𝐴
∗ if and only if 𝐶1 < ∞.
(iii) If, in addition, the operators
{
𝑆𝑛, 0
}
𝑛∈ℕ have a common gap (𝑎 − 𝜀, 𝑎 + 𝜀), then the direct sum Π =
⨁∞
𝑛=1 Π𝑛 is a
𝐵-generalized boundary triple for 𝐴∗ =⨁∞𝑛=1 𝑆∗𝑛 if and only if
𝐶3 ∶= sup
𝑛∈ℕ
‖‖𝑀𝑛(𝑎)‖‖𝑛 < ∞ and 𝐶4 ∶= sup𝑛∈ℕ ‖‖𝑀′𝑛(𝑎)‖‖𝑛 < ∞, (4.6)
where𝑀′𝑛(𝑎) ∶=
(
𝑑𝑀𝑛(𝑧)∕𝑑𝑧
)||𝑧=𝑎 .
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(iv) The direct sum Π =⨁∞𝑛=1 Π𝑛 is an ordinary boundary triple for 𝐴∗ if and only if in addition to (4.6) the following
condition is fulfilled 𝐶5 ∶= sup𝑛∈ℕ
‖‖‖(𝑀′𝑛(𝑎))−1‖‖‖𝑛 < ∞.
The next result contains analogous characterization for 𝑆-generalized boundary triples.
Proposition 4.5. Assume the conditions of Theorem 4.1. Then the direct sumΠ =⨁∞𝑛=1 Π𝑛 forms an 𝑆-generalized bound-
ary triple for 𝐴∗ =⨁∞𝑛=1 𝑆∗𝑛 if and only if
sup
𝑛
‖‖Im𝑀𝑛(𝑖)‖‖𝑛 < ∞. (4.7)
Similarly, if the operators
(
𝑆𝑛, 0
)
have a common gap (𝑎 − 𝜀, 𝑎 + 𝜀), then Π forms an 𝑆-generalized boundary triple for 𝐴∗ if
and only if 𝐶4 < ∞ where 𝐶4 is given by (4.6).
Proof. The condition (4.7) means that Im𝑀(𝑧) is bounded for some (equivalently for every) 𝑧 ∈ ℂ±. By Theorem 1.3, this
amounts to saying that Π is an 𝑆-generalized boundary triple for 𝐴∗.
Similarly, in case of a common spectral gap (𝑎 − 𝜀, 𝑎 + 𝜀) the condition (4.7) is equivalent to the condition 𝐶4 < ∞
in (4.6) as can be seen by the same argument that was used in [26, Remark 5.25]. □
The next result is immediate by combining Proposition 2.8 in (4.6) with Proposition 2.9.
Corollary 4.6. Assume the assumptions of Theorem 4.1. Then the following statements are equivalent:
(i) Γ0 ∶ 𝐴∗ →  is bounded;
(ii) 𝐶2 = sup𝑛
‖‖‖(Im𝑀𝑛(𝑖))−1‖‖‖𝑛 < ∞.
In this case the transposed boundary tripleΠ⊤ =
{, Γ1, −Γ0} is 𝐵-generalized.
Similarly, the following conditions are equivalent:
(i)′ Γ1 ∶ 𝐴∗ →  is bounded;
(ii)′ 𝐶⊤2 ∶= sup𝑛
‖‖‖(Im(𝑀−1𝑛 (𝑖)))−1‖‖‖𝑛 < ∞.
In this case the tripleΠ is a 𝐵-generalized boundary triple.
Proof. By Theorem 4.1 (see [52, Theorem 3.2]) Π is a unitary boundary triple such that 𝐴0 = ker Γ0 and 𝐴1 = ker Γ1 are
essentially selfadjoint. Now the first part of the statement follows easily from Proposition 2.9, while the second part is
implied by Proposition 2.8. □
4.2 Momentum operators with local point interactions
Let 𝑋 =
{
𝑥𝑛
}∞
1 be a strictly increasing sequence of positive numbers satisfying lim𝑛→∞ 𝑥𝑛 = ∞ and let
𝑑𝑛 ∶= 𝑥𝑛 − 𝑥𝑛−1 > 0,
(
𝑥0 ∶= 0
)
, 0 ≤ 𝑑∗ ∶= inf
𝑛∈ℕ
𝑑𝑛, 𝑑
∗ ∶= sup
𝑛∈ℕ
𝑑𝑛 ≤∞. (4.8)
Define a symmetric differential operator 𝐷𝑛 in𝑛 ∶= 𝐿2([𝑥𝑛−1, 𝑥𝑛]) by
𝐷𝑛 = −𝑖
𝑑
𝑑𝑥
, dom𝐷𝑛 = 𝑊
1,2
0
([
𝑥𝑛−1, 𝑥𝑛
])
, 𝑛 ∈ ℕ.
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In quantum mechanics this operator in 1-D case appears in the form −𝑖ℏ 𝑑
𝑑𝑥
, where ℏ = ℎ∕2𝜋 is the reduced Planck
constant and whose eigenvalues are measuring the momentum of a particle.
The adjoint of the operator 𝐷𝑛 is given by 𝐷∗𝑛 = −𝑖
𝑑
𝑑𝑥
with dom𝐷∗𝑛 = 𝑊1,2
([
𝑥𝑛−1, 𝑥𝑛
])
, 𝑛 ∈ ℕ. Following [58] associate
with 𝐷∗𝑛 a boundary triple Π𝑛 =
{
ℂ, Γ(𝑛)0 , Γ
(𝑛)
1
}
by setting
Γ(𝑛)0 𝑓𝑛 ∶= 𝑖
𝑓𝑛
(
𝑥𝑛 − 0
)
− 𝑓𝑛
(
𝑥𝑛−1 + 0
)√
2
, Γ(𝑛)1 𝑓𝑛 ∶=
𝑓𝑛
(
𝑥𝑛 − 0
)
+ 𝑓𝑛
(
𝑥𝑛−1 + 0
)√
2
. (4.9)
The Weyl function𝑀𝑛(⋅) corresponding to the triple Π𝑛 is given by
𝑀𝑛(𝑧) = −𝑖
𝑒𝑖𝑧𝑥𝑛 + 𝑒𝑖𝑧𝑥𝑛−1
𝑒𝑖𝑧𝑥𝑛 − 𝑒𝑖𝑧𝑥𝑛−1
= − cot
(
2−1𝑧𝑑𝑛
)
, 𝑧 ∈ ℂ±. (4.10)
Let 𝐷𝑋 ∶=
⨁∞
1 𝐷𝑛. Then 𝐷
∗
𝑋 =
⨁∞
1 𝐷
∗
𝑛 and dom𝐷
∗
𝑋 = 𝑊
1,2
(
ℝ+ ⧵ 𝑋
)
=
⨁∞
𝑛=1 𝑊
1,2
([
𝑥𝑛−1, 𝑥𝑛
])
.
Next we describe themain properties of a boundary tripleΠ ∶=⨁∞𝑛=1 Π𝑛 assuming that 𝑑∗ = 0 partially treated in [58].
To this end we first recall a complete trace characterization of the space𝑊1,2
(
ℝ+ ⧵ 𝑋
)
(see [22, Proposition 3.5]). Due to
the embedding theorem, the trace mappings
𝜋± ∶ 𝑊
1,2(ℝ+ ⧵ 𝑋)→ 𝑙2(ℕ), 𝜋+(𝑓) = {𝑓(𝑥𝑛−1 + )}∞1 , 𝜋−(𝑓) = {𝑓(𝑥𝑛 − )}∞1 ,
are well defined for functions with compact supports, i.e., 𝑓 ∈⨁𝑁1 𝑊1,2[𝑥𝑛−1, 𝑥𝑛], 𝑁 ∈ ℕ. We assume 𝜋± to be defined
on its maximal domain
dom
(
𝜋±
)
∶=
{
𝑓 ∈ 𝑊1,2
(
ℝ+ ⧵ 𝑋
)
∶ 𝜋±𝑓 ∈ 𝑙
2(ℕ)
}
.
Clearly, dom
(
𝜋±
)
is dense in𝑊1,2
(
ℝ+ ⧵ 𝑋
)
although, in general, dom
(
𝜋±
) ≠𝑊1,2(ℝ+ ⧵ 𝑋).
Lemma 4.7 [22]. Let 𝑋 =
{
𝑥𝑛
}∞
𝑛=1 be as above with 𝑥0 = 0 and 𝑋 ⊂ ℝ+. Then:
(i) For any pair of sequences 𝑎± =
{
𝑎±𝑛
}∞
1 satisfying
𝑎± =
{
𝑎±𝑛
}∞
1 ∈ 𝑙
2(ℕ;{𝑑𝑛}) and {𝑎+𝑛 − 𝑎−𝑛 }∞1 ∈ 𝑙2(ℕ;{𝑑−1𝑛 }), (4.11)
there exists a (non-unique) function 𝑓 ∈ 𝑊1,2
(
ℝ+ ⧵ 𝑋
)
such that 𝜋±(𝑓) = 𝑎±. Moreover, the mapping
𝜋+ − 𝜋− ∶ 𝑊
1,2(ℝ+ ⧵ 𝑋)→ 𝑙2(ℕ;{𝑑−1𝑛 })
is surjective and contractive, i.e.∑
𝑛∈ℕ
𝑑−1𝑛
||𝑓(𝑥𝑛 − ) − 𝑓(𝑥𝑛−1 + )||2 ≤ ‖𝑓‖2𝑊1,2(ℝ+⧵𝑋), 𝑓 ∈ 𝑊1,2(ℝ+ ⧵ 𝑋).
(ii) Assume in addition, that 𝑑∗ < ∞. Then the mapping 𝜋± can be extended to a bounded surjective mapping from
𝑊1,2
(
ℝ+ ⧵ 𝑋
)
onto 𝑙2
(
ℕ;
{
𝑑𝑛
})
. Moreover, the following estimate holds
∑
𝑛∈ℕ
𝑑𝑛
(||𝑓(𝑥𝑛−1 + )||2 + ||𝑓(𝑥𝑛 − )||2) ≤ 𝐶1‖𝑓‖2𝑊1,2(ℝ+⧵𝑋), (4.12)
for any 𝑓 ∈ 𝑊1,2
(
ℝ+ ⧵ 𝑋
)
where 𝐶1 ∶= 4max
{
(𝑑∗)2, 1
}
. Besides, the traces 𝑎± ∶= 𝜋±(𝑓) of each 𝑓 ∈ 𝑊1,2
(
ℝ+ ⧵ 𝑋
)
satisfy conditions (4.11). Moreover, the assumption 𝑑∗ < ∞ is necessary for the inequality (4.12) to hold with some 𝐶1 > 0.
Now we are ready to state and prove the main result of this subsection.
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Proposition 4.8. Let𝑋 be as above, let 𝑑∗ = 0 and 𝑑∗ < ∞, letΠ(𝑛) =
{
ℂ, Γ(𝑛)0 , Γ
(𝑛)
1
}
be the boundary triple for the operator
𝐷∗𝑛 defined by (4.9). Let Π =
⨁∞
𝑛=1 Π
(𝑛) =∶
{, Γ0, Γ1}, where  = 𝑙2(ℕ), 𝐷𝑋 ∶= ⊕∞𝑛=1𝐷𝑛, 𝐷𝑋,∗ = 𝐷∗𝑋|domΓ and Γ′𝑗 , Γ𝑗 ,
𝑗 ∈ {0, 1}, are given by (4.2) and (4.3). Then:
(i) The mapping Γ′0 × Γ
′
1 can be extended to the mapping
Γ′′0 × Γ
′′
1 ∶ 𝑊
1,2(ℝ+ ⧵ 𝑋) ↦ 𝑙2(ℕ;{𝑑−1𝑛 }) × 𝑙2(ℕ;{𝑑𝑛}),
which is well defined and surjective. Besides, ker
(
Γ′′0 × Γ
′′
1
)
= 𝑊1,20
(
ℝ+ ⧵ 𝑋
)
.
(ii) The mapping
Γ0 × Γ1 ∶ dom𝐷𝑋,∗ = domΓ ↦ 𝑙
2(ℕ;{𝑑−1𝑛 }) × 𝑙2(ℕ)( ⊂ 𝑙2(ℕ)⊗ℂ2),
is well defined and surjective. Moreover, Γ0 boundedly maps dom𝐷𝑋,∗ in 𝑙2(ℕ).
(iii) The Weyl function𝑀(⋅) is domain invariant and its domain is given by
dom𝑀(𝑧) = 𝑙2
(
ℕ;
{
𝑑−2𝑛
})(
⊊ ranΓ0 = Γ0
(
dom𝐴∗
)
= 𝑙2
(
ℕ;
{
𝑑−1𝑛
}))
, 𝑧 ∈ ℂ±. (4.13)
(iv) The domain of the form 𝔱𝑀(𝑧) associated with the imaginary part Im𝑀(𝑧) is given by
dom 𝔱𝑀(𝑧) =
{{
𝑎𝑛
}∞
𝑛=1 ∈ 𝑙
2(ℕ) ∶
{
𝑎𝑛
}∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−1𝑛 })}, 𝑧 ∈ ℂ±. (4.14)
(v) The triple Π is an 𝐸𝑆-generalized boundary triple for 𝐷∗𝑋 and 𝐴0 ≠ 𝐴∗0 . Moreover, the imaginary part Im𝑀(⋅) of the
Weyl function𝑀(⋅) takes values in () ⧵ ().
(vi) The transposed triple Π⊤ is 𝐵-generalized (but not an ordinary) boundary triple for the operator 𝐷∗𝑋 . In particular, the
Weyl function −𝑀(⋅)−1 takes values in (), and 𝐴1 = 𝐴∗1 .
Proof.
(i) The proof is immediate from Lemma 4.7(1).
(ii) Since 𝑑∗ < ∞, the space 𝑙2(ℕ) is (continuously) embedded in 𝑙2
(
ℕ;
{
𝑑𝑛
})
. Therefore the surjectivity is immediate
from (𝑖). By Lemma 4.7 (i), the mapping Γ0 ∶ dom𝐷𝑋,∗ ↦ 𝑙2
(
ℕ;
{
𝑑𝑛
}−1) is bounded. To prove the boundedness of
Γ0 ∶ dom𝐷𝑋,∗ = domΓ ↦ 𝑙
2(ℕ) it remains to note that the embedding 𝑙2
(
ℕ;
{
𝑑𝑛
}−1)
↪ 𝑙2(ℕ) is continuous since
𝑑∗ < ∞.
(iii) In accordance with (4.10)𝑀𝑛(𝑧) = − cot
(
2−1𝑑𝑛𝑧
)
. Therefore the description of dom𝑀(⋅) follows from the obvious
relation
cot
(
2−1𝑧𝑑𝑛
)
∼ 2𝑧−1𝑑−1𝑛 as 𝑑𝑛 → 0, 𝑧 ∈ ℂ±. (4.15)
(iv) Notice that
{
𝑎𝑛
}∞
𝑛=1 ∈ dom 𝔱𝑀(𝑧) if and only if
∑∞
𝑛=1
(
Im𝑀𝑛(𝑧)𝑎𝑛, 𝑎𝑛
)
< ∞. It follows from (4.10) and (4.15) that
Im𝑀𝑛(𝑥 + 𝑖𝑦) ∼
2𝑦
𝑥2+𝑦2
𝑑−1𝑛 as 𝑛 → ∞. Therefore,
∞∑
𝑛=1
(
Im𝑀𝑛(𝑧)𝑎𝑛, 𝑎𝑛
)
< ∞⟺
∞∑
𝑛=1
||𝑎𝑛||2𝑑−1𝑛 < ∞.
(v) Being a direct sum of ordinary boundary triples, the triple Π =⨁∞𝑛=1 Π(𝑛) is an 𝐸𝑆-generalized boundary triple in
accordancewith Theorem 4.1(iv). The relation𝐴0 ≠ 𝐴∗0 is implied by item (iii) since the inclusion dom𝑀(𝑧) ⊊ ran Γ0
is strict.
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Furthermore, relation (4.10) implies𝑀𝑛(𝑖) = 𝑖 cth
(
2−1𝑑𝑛
)
. It follows that Im𝑀𝑛(𝑖) = cth
(
2−1𝑑𝑛
)
, 𝑛 ∈ ℕ. Hence the
values of imaginary part Im𝑀(⋅) are unbounded, Im𝑀(⋅) ∈ () ⧵ (). Due to Theorem 1.3 this last property gives
another proof for the fact that the triple Π is not 𝑆-generalized.
(vi) It follows from (4.10) that −𝑀−1𝑛 (𝑧) = tan
(
2−1𝑑𝑛𝑧
)
. Therefore the Weyl function −𝑀−1(⋅) = ⊕∞1
(
−𝑀−1𝑛 (⋅)
)
∈
𝑅𝑠[]. By [26, Theorem 1.7] the transposed triple Π⊤ is 𝐵-generalized. □
Remark 4.9.
(i) Note that statements (iii)–(vi) remain valid for 𝑑∗ = ∞.
(ii) Assuming that 𝑑∗ < ∞ it is shown in [58] that the triple Π = ⊕𝑛∈ℕΠ𝑛 is an ordinary boundary triple for 𝐷∗𝑋 if and
only if 𝑑∗ > 0. This result remains true also in the case 𝑑∗ = ∞.
(iii) Let𝐺 = diag
{(
𝑑1
)1∕2
, … ,
(
𝑑𝑛
)1∕2
, …
}
be the diagonal operator defined on = 𝑙2(ℕ), with 𝑑𝑛 = min{1, 𝑑𝑛}, 𝑛 ∈ ℕ.
In accordance with Theorem 4.8 (iv),
ran𝐺 = dom𝐺−1 = dom 𝔱𝑀(𝑖).
Hence the renormalization in [26, Theorem 5.32] is determined via the formulas Γ˜0 = 𝐺−1Γ0, Γ˜1 = 𝐺Γ0 and the corre-
sponding Weyl function is given by
𝑀𝐺(𝑧) = 𝐺
∗𝑀(𝑧)𝐺 = −
∞⨁
𝑛=1
𝑑𝑛 cot
(
2−1𝑧𝑑𝑛
)
.
Since 𝑑𝑛Im𝑀𝑛(𝑖) → 2 as 𝑑𝑛 → 0, we conclude that (the closure of) 𝑀𝐺(⋅) is a bounded uniformly strict Nevanlinna
function,𝑀𝐺(⋅) ∈ 𝑅𝑢[]. Thus, the renormalization procedure in this case leads to an ordinary boundary triple for 𝐷∗𝑋 .
In the case 𝑑∗ < ∞ this renormalization procedure was firstly applied in [58] to construct the above mentioned ordinary
boundary triple for 𝐷∗𝑋 ; see Examples 3.2, 3.8 and Theorem 3.6 in [58].
4.3 Schrödinger operators with local point interactions
Let 𝑋 =
{
𝑥𝑛
}∞
1 be a strictly increasing sequence of positive numbers satisfying lim𝑛→∞ 𝑥𝑛 = ∞ and let 𝑑𝑛, 𝑑∗, and 𝑑
∗ be
defined by (4.8). Let alsoH𝑛 be aminimal operator associated with expression−
d2
d𝑥2
in 𝐿2
[
𝑥𝑛−1, 𝑥𝑛
]
. Clearly,H𝑛 is a closed
symmetric, 𝑛±
(
H𝑛
)
= 2, and its domain is dom
(
H𝑛
)
= 𝑊2,20
[
𝑥𝑛−1, 𝑥𝑛
]
.
It is easily seen that a boundary triple Π𝑛 =
{
ℂ2, Γ(𝑛)0 , Γ
(𝑛)
1
}
for H∗𝑛 can be chosen as
Γ(𝑛)0 𝑓 ∶=
(
𝑓′
(
𝑥𝑛−1 +
)
𝑓′
(
𝑥𝑛 −
) ), Γ(𝑛)1 𝑓 ∶=
(
−𝑓
(
𝑥𝑛−1 +
)
𝑓
(
𝑥𝑛 −
) ), 𝑓 ∈ 𝑊22[𝑥𝑛−1, 𝑥𝑛]. (4.16)
The corresponding Weyl function𝑀𝑛 is given by
𝑀𝑛(𝑧) =
−1√
𝑧
⎛⎜⎜⎜⎜⎝
cot
(√
𝑧𝑑𝑛
)
−
1
sin
(√
𝑧𝑑𝑛
)
−
1
sin
(√
𝑧𝑑𝑛
) cot(√𝑧𝑑𝑛)
⎞⎟⎟⎟⎟⎠
. (4.17)
Consider in 𝐿2
(
ℝ+
)
the direct sum of symmetric operatorsH𝑛,H ∶= Hmin = ⊕∞𝑛=1H𝑛, dom
(
Hmin
)
= 𝑊2,20
(
ℝ+ ⧵ 𝑋
)
=⨁∞
𝑛=1 𝑊
2,2
0
[
𝑥𝑛−1, 𝑥𝑛
]
.
We note that domΓ is dense in dom(H∗) equippedwith the graph normwhile in general it is narrower than dom(H∗). As
was shown in [51], the triple Π = ⊕𝑛∈ℕ Π𝑛 ∶=
{, Γ0, Γ1} is an ordinary boundary triple for the operatorHmax ∶= H∗min
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whenever
0 < 𝑑∗ = inf
𝑛∈ℕ
𝑑𝑛 ≤ 𝑑∗ = sup
𝑛∈ℕ
𝑑𝑛 < +∞.
The converse statement is also true (see [52]): the condition 𝑑∗ > 0 is necessary for the direct sum Π = ⊕𝑛∈ℕ Π𝑛 to form
a boundary triple for Hmax ∶= H∗min.
Such type of boundary triples have naturally arisen in investigation of spectral properties of the Hamiltonian H𝑋,𝛼
associated in 𝐿2
(
ℝ+
)
with a formal differential expression
𝓁𝑋,𝛼 ∶= −
d2
d𝑥2
+
∑
𝑥𝑛∈𝑋
𝛼𝑛𝛿
(
𝑥 − 𝑥𝑛
)
, 𝛼 =
(
𝛼𝑛
)∞
𝑛=0 ⊂ ℝ, (4.18)
when treating H𝑋,𝛼 as an extension of Hmin (see [51, 52], and Remark 4.15 below).
Theorem 4.10. Let Π𝑛, 𝑛 ∈ ℕ, be the boundary triple given by (4.16), let 𝑀𝑛(⋅) be the corresponding Weyl
function,  = 𝑙2(ℕ) ⊗ ℂ2, let Π ∶=⨁∞𝑛=1 Π𝑛 = {, Γ0, Γ1} be the direct sum of triples Π𝑛 given by (4.2) and (4.3) and let
𝐻∗ ∶=𝐻
∗|domΓ. Assume also that 𝑑∗ = 0 and 𝑑∗ ≤∞. Then the following statements hold:
(i) The tripleΠ is an 𝐸𝑆-generalized boundary triple for𝐻∗
min
such that 𝐴0 ≠ 𝐴∗0 .
(ii) The Weyl function𝑀(⋅) is domain invariant and with 𝑧 ∈ ℂ± one has
dom𝑀(𝑧) =
{{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2 ∶
{
𝑎𝑛 − 𝑏𝑛
}∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−2𝑛 })}. (4.19)
(iii) Let in addition 𝑑∗ < ∞. Then the range of Γ0 is given by
ran Γ0 =
{(
𝑎𝑛
𝑏𝑛
)∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2 ∶ {𝑎𝑛 − 𝑏𝑛}
∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−1𝑛 })}, (4.20)
in particular, the proper inclusions dom𝑀(±𝑖) ⫋ ran Γ0 hold.
(iv) The domain of the form 𝔱𝑀(𝑧) generated by the imaginary part Im𝑀(𝑧), 𝑧 ∈ ℂ±, is given by
dom 𝔱𝑀(𝑧) =
{{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2 ∶ {𝑎𝑛 − 𝑏𝑛}
∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−1𝑛 })}. (4.21)
In particular, if 𝑑∗ < ∞, then dom 𝔱𝑀(𝑧) = ran Γ0.
(v) The transposed triple Π⊤ is an 𝑆-generalized boundary triple for𝐻∗
min
, i.e., 𝐴1 = 𝐴∗1 . However, it is not a 𝐵-generalized
boundary triple for𝐻∗
min
.
(vi) The Weyl function𝑀⊤(⋅) = −𝑀(⋅)−1 corresponding to the transposed boundary triple Π⊤ is domain invariant and its
domain for 𝑧 ∈ ℂ± is given by
dom𝑀⊤(𝑧) =
{{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2 ∶ {𝑎𝑛 + 𝑏𝑛}
∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−2𝑛 })}.
(vii) The domain of the form 𝔱𝑀⊤(𝑧) generated by the imaginary part Im𝑀⊤(𝑧), 𝑧 ∈ ℂ±, is given by
dom 𝔱𝑀⊤(𝑧) =
{{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2 ∶ {𝑎𝑛 + 𝑏𝑛}
∞
𝑛=1 ∈ 𝑙
2(ℕ;{𝑑−1𝑛 })}.
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Proof.
(i) By Theorem 4.1(iv), the triple Π is an 𝐸𝑆-generalized boundary triple for H∗
min
. Fix 𝑧 ∈ ℂ ⧵ ℝ. It follows from (4.17)
that
lim
𝑑𝑛→0
𝑑𝑛𝑀𝑛(𝑧) =
−1
𝑧
𝐾, lim
𝑑𝑛→0
𝑑𝑛Im𝑀𝑛(𝑖) = 𝐾, where 𝐾 =
(
1 −1
−1 1
)
. (4.22)
Since 𝑑∗ = 0, the last relation yields sup𝑛 ‖Im𝑀𝑛(𝑖)‖ = ∞. Therefore, Proposition 4.5 implies 𝐴0 ≠ 𝐴∗0 .
(ii) By Theorem 4.1(ii), the Weyl function of Π =⨁Π𝑛 is𝑀(⋅) =⨁∞𝑛=1 𝑀𝑛(⋅), where𝑀𝑛(⋅) is given by (4.17). By defi-
nition,
{
ℎ𝑛
}∞
𝑛=1 ∈ dom𝑀(𝑧) if and only if
∞∑
𝑛=1
‖‖𝑀𝑛(𝑧)ℎ𝑛‖‖2 < ∞; {ℎ𝑛}∞𝑛=1 = {(𝑎𝑛𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2. (4.23)
It follows from (4.17) that ‖‖𝑀𝑛(𝑧)‖‖ as a function of 𝑑𝑛 is bounded on the intervals [𝛿,∞), 𝛿 > 0.
Combining this fact with the first relation in (4.22) and noting that 𝑑∗ = 0 and
sin
(√
𝑧𝑑𝑛
)√
𝑧𝑑𝑛
∼ 1 as 𝑑𝑛 → 0, one con-
cludes that the convergence of the series in (4.23) is equivalent to
∞∑
𝑛=1
||𝑎𝑛 − 𝑏𝑛||2
𝑑2𝑛
< ∞,
i.e. to the inclusion
{
𝑎𝑛 − 𝑏𝑛
}∞
𝑛=1 ∈ 𝑙
2
(
ℕ;
{
𝑑−2𝑛
})
.
(iii) The proof is postponed after Lemma 4.12.
(iv) The proof is similar to that of the item (ii). First notice that
{
ℎ𝑛
}∞
𝑛=1 ∈ dom 𝔱𝑀(𝑧) if and only if
∞∑
𝑛=1
(
Im𝑀𝑛(𝑧)ℎ𝑛, ℎ𝑛
)
< ∞,
{
ℎ𝑛
}∞
𝑛=1 =
{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2. (4.24)
Note that Im𝑀𝑛(𝑧) as a function of 𝑑𝑛 is bounded on the intervals [𝛿,∞), 𝛿 > 0. It follows from (4.17) that
lim
𝑑𝑛→0
(
𝑀𝑛(𝑧) +
1
𝑑𝑛𝑧
𝐾
)
= 0, where 𝐾 =
(
1 −1
−1 1
)
,
Hence the convergence of the series in (4.24) is equivalent to
∞∑
𝑛=1
Im
(
(𝐾ℎ𝑛, ℎ𝑛)
𝑧𝑑𝑛
)
=
𝑦
𝑥2 + 𝑦2
∞∑
𝑛=1
||𝑎𝑛 − 𝑏𝑛||2
𝑑𝑛
< ∞, 𝑧 = 𝑥 + 𝑖𝑦 ∈ ℂ+.
This proves the statement.
(v) The Weyl function 𝑀⊤(⋅) corresponding to the transposed boundary triple Π⊤ is 𝑀⊤(⋅) = ⊕∞1 𝑀
⊤
𝑛 (⋅), where
𝑀⊤𝑛 (⋅) = −𝑀
−1
𝑛 (⋅) is given by
𝑀⊤𝑛 (𝑧) = −
√
𝑧
⎛⎜⎜⎜⎜⎝
cot
(√
𝑧𝑑𝑛
) 1
sin
(√
𝑧𝑑𝑛
)
1
sin
(√
𝑧𝑑𝑛
) cot(√𝑧𝑑𝑛)
⎞⎟⎟⎟⎟⎠
.
It follows that
lim
𝑑𝑛→∞
𝑀⊤𝑛 (𝑧) = ±𝑖
√
𝑧𝐼2, lim
𝑑𝑛→0
𝑑𝑛𝑀
⊤
𝑛 (𝑧) = −
(
1 1
1 1
)
, 𝑧 ∈ ℂ±. (4.25)
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Since 𝑑∗ = 0, the last relation shows that the Weyl function𝑀⊤(⋅) takes unbounded values.
On the other hand, using the Laurent series expansions for cot 𝑧 and (sin 𝑧)−1 at 0 gives
lim
𝑑𝑛→0
𝑑−1𝑛 Im𝑀
⊤
𝑛 (𝑧) = (Im𝑧)
⎛⎜⎜⎜⎝
1
3
−
1
6
−
1
6
1
3
⎞⎟⎟⎟⎠ , 𝑧 ∈ ℂ±.
Hence, Im𝑀⊤𝑛 (𝑧) is uniformly bounded as a function of 𝑑𝑛 ∈ (0,∞) for every 𝑧 ∈ ℂ ⧵ ℝ. Therefore Proposition 4.5
ensures that the transposed boundary triple Π⊤ is 𝑆-generalized. At the same time Π⊤ is not 𝐵-generalized, since
𝑀⊤(⋅) takes values in () ⧵ ().
(vi) The proof is similar to that of the statement (ii). One should only use relations (4.25) instead of (4.22).
(vii) The proof is similar to that of (iv). □
Remark 4.11. Here we show that the triple Π = ⊕𝑛∈ℕ Π𝑛 ∶=
{, Γ0, Γ1} is an ordinary boundary triple for the operator
H∗
min
if and only if 𝑑∗ > 0. This statement extends the corresponding results from [51, 52], to the case 𝑑∗ = ∞.
Consider the behavior of 𝑀𝑛(𝑧) as 𝑑𝑛 → ∞. The functions cot
(√
𝑧𝑑
)
and
(
sin
(√
𝑧𝑑
))−1
depend continuously on
𝑑 ∈ (0,∞) and lim𝑑→∞ cot
(√
𝑧𝑑
)
= −𝑖 and lim𝑑→∞
(
sin
(√
𝑧𝑑
))−1
= 0. Therefore for any fixed 𝑧 ∈ ℂ ⧵ ℝ the matrix
function𝑀𝑛(𝑧) in (4.17) is continuous and bounded in 𝑑𝑛 ∈ [𝛿,∞) for every 𝛿 > 0.
Furthermore, clearly lim𝑑𝑛→∞ Im𝑀𝑛(𝑧) = ±𝐼2 for 𝑧 ∈ ℂ± and this implies that for every fixed 𝑧 ∈ ℂ+ there exists
𝑐𝛿(𝑧) > 0 such that
Im𝑀𝑛(𝑧) ≥ 𝑐𝛿(𝑧)𝐼2, 𝑑𝑛 ∈ [𝛿, 𝑑∗], 𝛿 > 0.
Thus, by Theorem 4.4 (i) Π is an ordinary boundary triple for the operator 𝐻∗
min
, whenever 𝑑∗ > 0 and, in particular,
𝐴0 = 𝐴
∗
0 and 𝐴1 = 𝐴
∗
1 are transversal extensions of𝐻min in this case.
It remains to prove the assertion (iii) of Theorem 4.10. It is more involved and to this end we describe traces of functions
𝑓 ∈ 𝑊2,2
(
ℝ+ ⧵ 𝑋
)
as well as traces of their first derivatives and prove an analog of Lemma 4.7.
Lemma 4.12. Let 𝑋 =
{
𝑥𝑛
}∞
𝑛=1 be as above and let 0 ≤ 𝑑∗ ≤ 𝑑∗ < ∞. Then the mapping
Γ′′0 ∶ 𝑊
2,2(ℝ+ ⧵ 𝑋)⊗ℂ2 → 𝑙2(ℕ;{𝑑3𝑛})
defined by
Γ′′0 ∶ 𝑓 →
{(
𝑓′
(
𝑥𝑛−1 +
)
𝑓′
(
𝑥𝑛 −
) )}
𝑛∈ℕ
is well defined and bounded and its range ran Γ′′0 is given by
Γ′′0
(
𝑊2,2
(
ℝ+ ⧵ 𝑋
))
=
{(
𝑎𝑛
𝑏𝑛
)
𝑛∈ℕ
∈ 𝑙2
(
ℕ;
{
𝑑3𝑛
})
⊗ℂ2 ∶
{
𝑎𝑛 − 𝑏𝑛
}
𝑛∈ℕ ∈ 𝑙
2(ℕ;{𝑑−1𝑛 })}. (4.26)
Proof. Denote temporarily the right-hand side of (4.26) by(Γ′′0 ). First we prove the inclusion
ran Γ′′0 = Γ
′′
0
(
𝑊2,2
(
ℝ+ ⧵ 𝑋
))
⊂ (Γ′′0 ).
Let 𝑓 ∈ 𝑊2,2
(
ℝ+ ⧵ 𝑋
)
. This inclusion implies 𝑓 ∈ 𝑊2,2
[
𝑥𝑛−1, 𝑥𝑛
]
for each 𝑛 ∈ ℕ and, it is easy to check that
𝑑𝑛|𝑓(𝑥)|2 ≤ 2(‖𝑓‖2𝐿2(Δ𝑛) + 𝑑2𝑛‖‖𝑓′‖‖2𝐿2(Δ𝑛)), 𝑥 ∈ Δ𝑛 ∶= [𝑥𝑛−1, 𝑥𝑛], 𝑛 ∈ ℕ. (4.27)
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Moreover, by the Sobolev embedding theorem (cf., e.g., [2], [49, p. 192]) there exist constants 𝑐0, 𝑐1 > 0 not depending on
𝑓 and 𝑛 ∈ ℕ such that
‖‖𝑓′‖‖2𝐿2(Δ𝑛) ≤ 𝑐1𝑑2𝑛‖‖𝑓′′‖‖2𝐿2(Δ𝑛) + 𝑐0𝑑−2𝑛 ‖𝑓‖2𝐿2(Δ𝑛), 𝑥 ∈ Δ𝑛, 𝑛 ∈ ℕ. (4.28)
By applying (4.27) to 𝑓′ and combining the result with (4.28) shows that
𝑑2𝑛
||𝑓′(𝑥)||2 ≤ 𝐶1𝑑3𝑛‖𝑓′′‖‖2𝐿2(Δ𝑛) + 𝐶0𝑑−1𝑛 ‖‖𝑓‖2𝐿2(Δ𝑛), 𝑥 ∈ Δ𝑛, 𝑛 ∈ ℕ,
where 𝐶0 and 𝐶1 do not depend on 𝑓 and 𝑛 ∈ ℕ. Therefore,∑
𝑛
𝑑3𝑛
(||𝑓′(𝑥𝑛 − )||2 + ||𝑓′(𝑥𝑛−1 + )||2) ≤ 2𝐶1∑
𝑛
𝑑4𝑛
‖‖𝑓′′‖‖2𝐿2(Δ𝑛) + 2𝐶0∑
𝑛
‖𝑓‖2
𝐿2(Δ𝑛)
≤ 2𝐶1(𝑑∗)4‖‖𝑓′′‖‖2𝐿2(ℝ+) + 2𝐶0‖𝑓‖2𝐿2(ℝ+)
≤ 𝐶3‖𝑓‖2𝑊2,2(ℝ+⧵𝑋),
(4.29)
where 𝐶3 = 2max
{
𝐶0, 𝐶1(𝑑
∗)4
}
. Hence, the mapping Γ′′0 is bounded.
Furthermore, since 𝑓 ∈ 𝑊2,2
[
𝑥𝑛−1, 𝑥𝑛
]
, 𝑛 ∈ ℕ, and 𝑓′′ ∈ 𝐿2
(
ℝ+
)
, one gets
∑
𝑛∈ℕ
||𝑓′(𝑥𝑛 − ) − 𝑓′(𝑥𝑛−1 + )||2
𝑑𝑛
=
∑
𝑛∈ℕ
1
𝑑𝑛
|||||∫
𝑥𝑛
𝑥𝑛−1
𝑓′′(𝑥) 𝑑𝑥
|||||
2
≤ ∑
𝑛∈ℕ
∫
𝑥𝑛
𝑥𝑛−1
||𝑓′′(𝑥)||2 𝑑𝑥 = ∫ℝ+ ||𝑓′′(𝑥)||2 𝑑𝑥 ≤ ‖𝑓‖2𝑊2,2(ℝ+⧵𝑋).
(4.30)
Combining (4.29) with (4.30) yields ran Γ′′0 = Γ
′′
0
(
𝑊2,2
(
ℝ+ ⧵ 𝑋
))
⊂ (Γ′′0 ).
To prove the reverse inclusion choose any vector
{(
𝑎𝑛
𝑏𝑛
)}
𝑛∈ℕ
from(Γ′′0 ). Setting
𝑔𝑛(𝑥) = 𝑎𝑛
(
𝑥 − 𝑥𝑛−1
)
+ 2−1𝑑−1𝑛
(
𝑥 − 𝑥𝑛−1
)2(
𝑏𝑛 − 𝑎𝑛
)
, 𝑥 ∈
[
𝑥𝑛−1, 𝑥𝑛
]
, (4.31)
and 𝑔 ∶= ⊕∞1 𝑔𝑛 one easily checks that
‖‖𝑔𝑛‖‖2𝐿2(Δ𝑛) ≤ 𝑑3𝑛[23 ||𝑎𝑛||2 + 110 ||𝑏𝑛 − 𝑎𝑛||2] ≤ 𝑑3𝑛(||𝑎𝑛||2 + ||𝑏𝑛||2),
hence 𝑔 = ⊕∞1 𝑔𝑛 ∈ 𝐿
2
(
ℝ+
)
. Moreover, the condition
{
𝑎𝑛 − 𝑏𝑛
}∞
𝑛=1 ∈ 𝑙
2
(
ℕ;
{
𝑑−1𝑛
})
yields the inclusion 𝑔′′ ∈ 𝐿2
(
ℝ+
)
.
Thus 𝑔 ∈ 𝑊2,2
(
ℝ+ ⧵ 𝑋
)
. To complete the proof it remains to note that
𝑔′𝑛
(
𝑥𝑛−1 +
)
= 𝑎𝑛, 𝑔
′
𝑛
(
𝑥𝑛 −
)
= 𝑎𝑛 +
(
𝑏𝑛 − 𝑎𝑛
)
= 𝑏𝑛, (4.32)
i.e., Γ′′0 𝑔 =
{(
𝑎𝑛
𝑏𝑛
)}
𝑛∈ℕ
. □
Remark 4.13. Notice that the relation (4.26) cannot be extracted from Proposition 4.7(i) applied to the derivative 𝑓′, since
the embedding𝑊2,2
(
ℝ+ ⧵ 𝑋
)
→𝑊1,2
(
ℝ+ ⧵ 𝑋
)
holds if and only if 𝑑∗ > 0 (see [53]).
We are now ready to prove the assertion (iii) in Theorem 4.10, i.e., to prove relation (4.20).
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Proof of item (iii) in Theorem 4.10. Let the righthand side of (4.20) be denoted temporarily by 0(Γ0). The inclusion
ran
(
Γ0
)
= Γ0
(
domH∗
)
⊂ 0(Γ0) is immediate from Lemma 4.12.
To prove the reverse inclusion we choose any vector
{(
𝑎𝑛
𝑏𝑛
)}
𝑛∈ℕ
∈ 𝑙2(ℕ) ⊗ ℂ2 that satisfies
{
𝑎𝑛 − 𝑏𝑛
}∞
𝑛=1 ∈
𝑙2
(
ℕ;
{
𝑑−1𝑛
})
and consider the functions 𝑔𝑛 and 𝑔 = ⊕∞1 𝑔𝑛 as defined in (4.31). As shown inLemma4.12 𝑔 ∈ 𝑊
2,2
(
ℝ+ ⧵ 𝑋
)
and 𝑔′ satisfies the equalities (4.32). Besides,
𝑔𝑛
(
𝑥𝑛−1 +
)
= 0 and 𝑔𝑛
(
𝑥𝑛 −
)
= 𝑎𝑛𝑑𝑛 + 2
−1𝑑𝑛
(
𝑏𝑛 − 𝑎𝑛
)
= 2−1
(
𝑎𝑛 + 𝑏𝑛
)
𝑑𝑛 ∈ 𝑙
2(ℕ).
Note that the latter inclusion holds since 𝑑∗ < ∞. Summing up we get
Γ0 𝑔 =
(
𝑔′
(
𝑥𝑛−1 +
)
𝑔′
(
𝑥𝑛 −
) ) = {(𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
, Γ1𝑔 =
{(
0
2−1
(
𝑎𝑛 + 𝑏𝑛
)
𝑑𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2.
Thus, 𝑔 ∈ domΓ′0 ∩ domΓ
′
1 = domH∗ and this completes the proof. □
One gets from Lemma 4.12 a description for the ranges of the closures of Γ0 and Γ1.
Corollary 4.14. Assume the conditions of Theorem 4.10 and let 𝑑∗ < ∞. Then
ran Γ0 = ran Γ0 and ran Γ1 = 𝑙2(ℕ) ⊗ ℂ2. (4.33)
Proof. Recall that, by definition, domΓ0 = domΓ1 = domH∗. Clearly, Γ0 = Γ′′0 ↾ domH∗ and
ran Γ0 ⊆ ran Γ0 ⊆ ran Γ
′′
0 ∩
(
𝑙2(ℕ) ⊗ ℂ2
)
. (4.34)
On the other hand, it follows from Lemma 4.12 and Theorem 4.10 (iii) that
ran Γ0 = ran Γ
′′
0 ∩
(
𝑙2(ℕ) ⊗ ℂ2
)
.
Combining this relation with (4.34) and applying Theorem 4.10 (iii) yields the first relation in (4.33).
The second relation is proved similarly. □
Remark 4.15.
(i) Recall that according to Theorem 1.3 the condition
ran Γ0 = dom𝑀(𝑧), 𝑧 ∈ ℂ ⧵ ℝ, (4.35)
ensures selfadjointness of 𝐴0 = ker Γ0. Theorem 4.10 (iii) gives an explicit example showing that condition (4.35)
cannot be replaced by the weaker domain invariance condition
dom𝑀(𝑧) = dom𝑀(𝑖)
(
⫋ ranΓ0
)
, 𝑧 ∈ ℂ ⧵ ℝ.
In other words, domain invariance property does not imply the property of a boundary triple to be 𝑆-generalized (see
also [26, Example 5.29]). Such Weyl functions cannot be written in the form (1.3) without a renormalization of the
boundary triple as in [26, Theorem 5.32].
(ii) In the case 𝑑∗ = 0 and 𝑑∗ < ∞ an abstract regularization procedure from [52, 58] has first been applied in [52] to
the direct sum Π = ⊕∞𝑛=1Π𝑛 =
{, Γ0, Γ1} of triples (4.16) for H∗𝑛 to obtain a (regularized) ordinary boundary triple
Π𝑟 =
{, Γ𝑟0, Γ𝑟1} satisfying ker Γ0 = ker Γ𝑟0. A special construction of a regularized triple Π𝑟 in [52] has been moti-
vated by the following circumstance: the boundary operator 𝐵𝑋,𝛼 corresponding to the Hamiltonian H𝑋,𝛼 of the
form (4.18), i.e. operator satisfying dom
(
H𝑋,𝛼
)
= ker
(
Γ𝑟1 − 𝐵𝑋,𝛼Γ
𝑟
0
)
, is a Jacobi matrix. It is shown in [52] that cer-
tain spectral properties of H𝑋,𝛼 strictly correlate with that of 𝐵𝑋,𝛼.
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Finally, it is mentioned that boundary triple models are motivated by and naturally appear in various physical problems
as exactly solvable models that describe complicated physical phenomena; see, e.g., [3, 14, 35, 53] for further details.
Next we apply the renormalization result in Theorem 2.6 to the 𝐸𝑆-generalized boundary tripleΠ in Theorem 4.10. The
transposed boundary triple Π⊤ can be renormalized by a suitable modification of [26, Theorem 4.4, Theorem 4.11], using
a regular point (here 𝑧 = −1) on the real line; cf. Theorem 2.2.
Proposition 4.16. Assume the conditions of Theorem 4.10 and let 𝑑𝑛 = min
{
𝑑𝑛, 1
}
. Then:
(i) The direct sum Π˜ = ⊕∞𝑛=1Π˜𝑛 =
{, Γ˜0, Γ˜1} of the triples Π˜𝑛 = {ℂ2, Γ˜(𝑛)0 , Γ˜(𝑛)1 }, where  = 𝑙2(ℕ) ⊗ ℂ2 and the
mappings Γ˜(𝑛)𝑗 ∶ 𝑊
2
2
[
𝑥𝑛−1, 𝑥𝑛
]
→ ℂ2, 𝑛 ∈ ℕ, 𝑗 ∈ {0, 1} are given by
Γ˜(𝑛)0 𝑓 ∶=
⎛⎜⎜⎝
𝑑
−1∕2
𝑛 𝑓
′
(
𝑥𝑛−1 +
)
𝑑
−1∕2
𝑛 𝑓
′
(
𝑥𝑛 −
) ⎞⎟⎟⎠, Γ˜(𝑛)1 𝑓 ∶=
⎛⎜⎜⎝
−𝑑
1∕2
𝑛 𝑓
(
𝑥𝑛−1 +
)
𝑑
1∕2
𝑛 𝑓
(
𝑥𝑛 −
) ⎞⎟⎟⎠,
is a 𝐵-generalized boundary triple for𝐻∗. Moreover, Π˜ is an ordinary boundary triple if and only if 𝑑∗ > 0.
(ii) The direct sum Π(𝑟) = ⊕∞𝑛=1Π
(𝑟)
𝑛 =
{, Γ(𝑟)0 , Γ(𝑟)1 } of the triples Π𝑟𝑛 = {ℂ2, Γ(𝑟,𝑛)0 , Γ(𝑟,𝑛)1 }, where the mappings
Γ(𝑟,𝑛)𝑗 ∶ 𝑊
2
2
[
𝑥𝑛−1, 𝑥𝑛
]
→ ℂ2, 𝑛 ∈ ℕ, 𝑗 ∈ {0, 1} are given by
Γ(𝑟,𝑛)0 𝑓 =
⎛⎜⎜⎝
𝑑
1∕2
𝑛 𝑓
(
𝑥𝑛−1 +
)
−𝑑
1∕2
𝑛 𝑓
(
𝑥𝑛 −
)⎞⎟⎟⎠, Γ(𝑟,𝑛)1 𝑓 =
⎛⎜⎜⎝
𝑑
−1∕2
𝑛 𝑓
′
(
𝑥𝑛−1 +
)
+ 𝑑
−3∕2
𝑛
(
𝑓
(
𝑥𝑛−1 +
)
− 𝑓
(
𝑥𝑛 −
))
𝑑
−1∕2
𝑛 𝑓
′
(
𝑥𝑛 −
)
+ 𝑑
−3∕2
𝑛
(
𝑓
(
𝑥𝑛−1 +
)
− 𝑓
(
𝑥𝑛 −
)) ⎞⎟⎟⎠,
is an ordinary boundary triple for𝐻∗
min
.
The proof is similar to that of Theorem 4.10 and is omitted.
4.4 Dirac operators with local point interactions
Let 𝐷 be a differential expression
𝐷 = −𝑖 𝑐
𝑑
𝑑𝑥
⊗ 𝜎1 +
𝑐2
2
⊗ 𝜎3 =
⎛⎜⎜⎝
𝑐2∕2 −𝑖 𝑐
𝑑
𝑑𝑥
−𝑖 𝑐
𝑑
𝑑𝑥
−𝑐2∕2
⎞⎟⎟⎠ (4.36)
acting on ℂ2-valued functions of a real variable. Here 𝑐 > 0 denotes the velocity of light and 𝜎1, 𝜎2, 𝜎3 stand for the Pauli
matrices in ℂ2:
𝜎1 =
(
0 1
1 0
)
, 𝜎2 =
(
0 −𝑖
𝑖 0
)
, 𝜎3 =
(
1 0
0 −1
)
.
Furthermore, let𝑋 =
{
𝑥𝑛
}∞
1 be a strictly increasing sequence of positive numbers satisfying lim𝑛→∞ 𝑥𝑛 = ∞, let 𝑑𝑛, 𝑑∗,
and 𝑑∗ be defined by (4.8) and let𝐷𝑛 be theminimal operator generated in 𝐿2
[
𝑥𝑛−1, 𝑥𝑛
]
⊗ℂ2 by the differential expression
(4.36)
𝐷𝑛 = 𝐷 ↾ dom
(
𝐷𝑛
)
, dom
(
𝐷𝑛
)
= 𝑊1,20
[
𝑥𝑛−1, 𝑥𝑛
]
⊗ℂ2.
Recall that 𝐷𝑛 is a symmetric operator with deficiency indices 𝑛±
(
𝐷𝑛
)
= 2 and its adjoint 𝐷∗𝑛 is given by
𝐷∗𝑛 = 𝐷 ↾ dom
(
𝐷∗𝑛
)
, dom
(
𝐷∗𝑛
)
= 𝑊1,2
[
𝑥𝑛−1, 𝑥𝑛
]
⊗ℂ2.
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Next following [22]we recall the construction of a boundary triple for𝐷∗𝑛 and compute the correspondingWeyl function.
Namely, the boundary triple Π(𝑛) =
{
ℂ2, Γ(𝑛)0 , Γ
(𝑛)
1
}
, where
Γ(𝑛)0 𝑓 ∶= Γ
(𝑛)
0
(
𝑓1
𝑓2
)
=
(
𝑓1
(
𝑥𝑛−1 +
)
𝑖 𝑐 𝑓2
(
𝑥𝑛 −
)), Γ(𝑛)1 𝑓 ∶= Γ(𝑛)1 (𝑓1𝑓2
)
=
(
𝑖 𝑐 𝑓2
(
𝑥𝑛−1 +
)
𝑓1
(
𝑥𝑛 −
) ) , (4.37)
forms a boundary triple for 𝐷∗𝑛. Clearly, 𝐷𝑛,0 ∶= 𝐷∗𝑛 ↾ ker Γ
(𝑛)
0 = 𝐷
∗
𝑛,0 and
dom
(
𝐷𝑛,0
)
=
{
{𝑓1, 𝑓2}
𝜏 ∈ 𝑊1,2[𝑥𝑛−1, 𝑥𝑛] ⊗ ℂ
2 ∶ 𝑓1
(
𝑥𝑛−1 +
)
= 𝑓2
(
𝑥𝑛 −
)
= 0
}
.
Moreover, the spectrum of the operator 𝐷𝑛,0 is discrete,
𝜎
(
𝐷𝑛,0
)
= 𝜎𝑑
(
𝐷𝑛,0
)
=
⎧⎪⎨⎪⎩±
√
𝑐2𝜋2
𝑑2𝑛
(
𝑗 +
1
2
)2
+
(
𝑐2
2
)2
, 𝑗 ∈ ℕ
⎫⎪⎬⎪⎭. (4.38)
The defect subspace𝔑𝑧 ∶= ker
(
𝐷∗𝑛 − 𝑧
)
is spanned by the vector functions
𝑓±𝑛 (𝑥, 𝑧) ∶=
(
𝑒±𝑖 𝑘(𝑧) 𝑥
±𝑘1(𝑧)𝑒
±𝑖 𝑘(𝑧) 𝑥
)
.
Moreover, the Weyl function𝑀𝑛(⋅) corresponding to the triple Π(𝑛) is (cf. [22])
𝑀𝑛(𝑧) =
1
cos
(
𝑑𝑛 𝑘(𝑧)
) (𝑐 𝑘1(𝑧) sin(𝑑𝑛 𝑘(𝑧)) 1
1
(
𝑐 𝑘1(𝑧)
)−1
sin
(
𝑑𝑛 𝑘(𝑧)
)) , (4.39)
where 𝑧 ∈ 𝜌
(
𝐷𝑛,0
)
,
𝑘(𝑧) ∶= 𝑐−1
√
𝑧2 −
(
𝑐2∕2
)2
, and 𝑘1(𝑧) ∶=
𝑐 𝑘(𝑧)
𝑧 + 𝑐2∕2
=
√
𝑧 − 𝑐2∕2
𝑧 + 𝑐2∕2
, 𝑧 ∈ ℂ. (4.40)
Next we construct a boundary triple for the operator 𝐷∗𝑋 ∶=
⨁∞
𝑛=1 𝐷
∗
𝑛 in the general case 0 ≤ 𝑑∗ < 𝑑∗ ≤∞. It appears
that the result in the case 𝑑∗ = ∞ remains analogous to what was obtained in [22] for the case 𝑑∗ < ∞.
Define 𝐷𝑋 ∶=
⨁∞
1 𝐷𝑛,
dom
(
𝐷∗𝑋
)
= 𝑊1,2
(
ℝ+ ⧵ 𝑋
)
⊗ℂ2 =
∞⨁
1
𝑊1,2[𝑥𝑛−1, 𝑥𝑛] ⊗ ℂ
2.
Next following [22] certain properties of the direct sumΠ ∶=⨁∞𝑛=1 Π(𝑛) of the boundary triplesΠ(𝑛) given by (4.37) are
collected.
Proposition 4.17. Let 𝑋 be as above, let 0 ≤ 𝑑∗ < 𝑑∗ ≤∞, and let Π(𝑛) =
{
ℂ2, Γ(𝑛)0 , Γ
(𝑛)
1
}
be the boundary triple for the
operator 𝐷∗𝑛 defined in (4.37). Let  = 𝑙2(ℕ) ⊗ ℂ2 and Π ∶=⨁∞𝑛=1 Π(𝑛) = {, Γ0, Γ1}, where the operators Γ𝑗 , 𝑗 ∈ {0, 1},
are given by (4.3), i.e.
Γ0
(
𝑓1
𝑓2
)
=
{(
𝑓1
(
𝑥𝑛−1 +
)
𝑖 𝑐 𝑓2
(
𝑥𝑛 −
))}
𝑛∈ℕ
, Γ1
(
𝑓1
𝑓2
)
=
{(
𝑖 𝑐 𝑓2
(
𝑥𝑛−1 +
)
𝑓1
(
𝑥𝑛 −
) )}
𝑛∈ℕ
, (4.41)
where 𝑓 =
(
𝑓1
𝑓2
)
∈ dom𝐷𝑋,∗ ∶= domΓ and 𝐷𝑋,∗ ∶= 𝐷∗𝑋 ↾ dom𝐷𝑋,∗. Then:
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(i) The domain Γ is given by dom𝐷𝑋,∗ ∶= domΓ
(
= domΓ0 = domΓ1
)
.
(ii) The direct sumΠ ∶=⨁∞𝑛=1 Π(𝑛) forms a 𝐵-generalized boundary triple for 𝐷∗𝑋 .
(iii) The transposed tripleΠ⊤ =
{, Γ1, −Γ0} also forms a 𝐵-generalized boundary triple for 𝐷∗𝑋 .
(iv) The triple Π (equivalently the triple Π⊤) is an ordinary boundary triple for the operator 𝐷∗𝑋 =
⨁∞
𝑛=1 𝐷
∗
𝑛 if and only if
𝑑∗ > 0 (with 𝑑∗ ≤∞).
Proof.
(i), (ii) The Weyl function of the boundary triple
{, Γ0, Γ1} is the orthogonal sum 𝑀 = ⊕∞1 𝑀𝑛 of the Weyl functions
defined by (4.39). It follows from (4.40) that 𝑘(0) = 𝑖 𝑐∕2 and 𝑘1(0) = 𝑖 and hence
𝑀𝑛(0) =
1
ch
(
𝑑𝑛 𝑐∕2
)(−𝑐 sh(𝑑𝑛 𝑐∕2) 1
1 𝑐−1sh
(
𝑑𝑛 𝑐∕2
)) . (4.42)
Hence,
𝑀𝑛(0) →
(
0 1
1 0
)
as 𝑑𝑛 → 0 and 𝑀𝑛(0) →
(
−𝑐 0
0 𝑐−1
)
as 𝑑𝑛 → ∞. (4.43)
It follows that the sequence
{
𝑀𝑛(0)
}
𝑛∈ℕ is bounded.
Furthermore, one gets from (4.40) that 𝑘′(0) = 0, 𝑘′1(0) = −𝑖 2∕𝑐
2, and
𝑀′𝑛(0) =
⎛⎜⎜⎝
2
𝑐
th
(
𝑑𝑛 𝑐∕2
)
0
0
2
𝑐3
th
(
𝑑𝑛 𝑐∕2
)⎞⎟⎟⎠ ≥ 0, 𝑛 ∈ ℕ. (4.44)
This description implies that
𝑀′𝑛(0) →
(
0 0
0 0
)
as 𝑑𝑛 → 0 and 𝑀′𝑛(0) →
⎛⎜⎜⎝
2
𝑐
0
0
2
𝑐3
⎞⎟⎟⎠ as 𝑑𝑛 → ∞. (4.45)
Thus, the sequence
{
𝑀′𝑛(0)
}
𝑛∈ℕ is bounded too. Combining the formulas in (4.43) with (4.45) and applying
Theorem 4.4 (iii) one concludes that Π =
{, Γ0, Γ1} is a 𝐵-generalized boundary triple for 𝐷∗𝑋 .
(iii) It follows from (4.42) that det
(
𝑀𝑛(0)
)
= −1, hence the sequence of inverses
{
𝑀𝑛(0)
−1
}
𝑛∈ℕ is bounded alongside
the sequence
{
𝑀𝑛(0)
}
𝑛∈ℕ. Combining this fact with boundedness of the sequence
{
𝑀′𝑛(0)
}
𝑛∈ℕ of the derivatives
and using the identities
−
(
𝑀−1𝑛
)′
(0) = 𝑀−1𝑛 (0)𝑀
′
𝑛(0)𝑀
−1
𝑛 (0), 𝑛 ∈ ℕ,
we obtain that the sequence
{(
𝑀−1𝑛
)′
(0)
}
𝑛∈ℕ is bounded too. It remains to apply Theorem 4.4 (iii).
(iv) It follows from (4.44) that the sequence
{
𝑀′𝑛(0)
}
𝑛∈ℕ of the derivatives is uniformly positive if and only if 𝑑∗ > 0.
One completes the proof by combining Theorem 4.4 (iv) with the above proved items (ii), (iii). □
Remark 4.18. Note that if 𝑑∗ = ∞ then in view of (4.38) ±𝑐
2
2
∈ 𝜎(𝐷0), while
(
−𝑐
2
2
, 𝑐
2
2
)
⊂ 𝜌
(
𝐷0
)
. Therefore as distin-
guished from the considerations in [22] treating the case 𝑑∗ < ∞, here we consider the behavior of the Weyl function at
𝑧 = 0 ∈ 𝜌
(
𝐷0
)
.
We now apply a modification of Theorem 2.1 and Theorem 2.2 to produce an 𝐸𝑆-generalized boundary triple for 𝐷∗𝑋
from the 𝐵-generalized boundary triple Π ∶=⨁∞𝑛=1 Π(𝑛) = {, Γ0, Γ1}. In this modification we subtract from the Weyl
function 𝑀𝑛 the limit value lim𝑑𝑛→0 𝑀𝑛(0), instead of the value 𝑀𝑛(0), to get a transform of boundary mappings in a
simple form.
 15222616, 2022, 6, Downloaded from https://onlinelibrary.wiley.com/doi/10.1002/mana.202000049 by University Of Vaasa, Wiley Online Library on [12/01/2023]. See the Terms and Conditions (https://onlinelibrary.wiley.com/terms-and-conditions) on Wiley Online Library for rules of use; OA articles are governed by the applicable Creative Commons License
1158 DERKACH et al.
Proposition 4.19. Let𝑋 be as above, let 0 ≤ 𝑑∗ < 𝑑∗ < ∞, let Π˜(𝑛) =
{
ℂ2, Γ˜(𝑛)0 , Γ˜
(𝑛)
1
}
be the boundary triple for the operator
𝐷∗𝑛, 𝑛 ∈ ℕ, defined by
Γ˜(𝑛)0
(
𝑓1
𝑓2
)
=
(
𝑖 𝑐
(
𝑓2
(
𝑥𝑛 −
)
− 𝑓2
(
𝑥𝑛−1 +
))
𝑓1
(
𝑥𝑛−1 +
)
− 𝑓1
(
𝑥𝑛 −
) ), Γ˜(𝑛)1 (𝑓1𝑓2
)
=
(
𝑓1
(
𝑥𝑛−1 +
)
𝑖 𝑐 𝑓2
(
𝑥𝑛 −
)),
let Γ˜′
𝑗
=
⨁∞
𝑛=1 Γ˜
(𝑛)
𝑗
, 𝑗 ∈ {0, 1}, and let Π˜ =⨁∞𝑛=1 Π˜𝑛 = {, Γ˜0, Γ˜1} be the boundary triple for 𝐷∗𝑋 , where
Γ˜𝑗 ∶= Γ˜
′
𝑗 ↾ dom
(
𝐷𝑋,∗
)
, dom
(
𝐷𝑋,∗
)
∶= dom Γ˜ ∶= dom Γ˜′0 ∩ dom Γ˜
′
1.
Then:
(i) The mapping Γ˜0 × Γ˜1 is naturally extended to the mapping Γ˜′′0 × Γ˜
′′
1 defined by the same formulas on
𝑊1,2
(
ℝ+ ⧵ 𝑋
)
⊗ℂ2. Moreover, the following mapping is well defined and surjective:
Γ˜′′0 × Γ˜
′′
1 ∶ 𝑊
1,2(ℝ+ ⧵ 𝑋)⊗ℂ2 → (𝑙2(ℕ;{𝑑−1𝑛 })⊗ℂ2) × (𝑙2(ℕ; {𝑑𝑛})⊗ℂ2).
(ii) The mapping
Γ˜0 × Γ˜1 ∶ dom𝐷𝑋,∗ →
(
𝑙2
(
ℕ;
{
𝑑−1𝑛
})
⊗ℂ2
)
×
(
𝑙2
(
ℕ
)
⊗ℂ2
)(
⊂ 𝑙2
(
ℕ
)
⊗ℂ4
)
, (4.46)
is well defined and surjective.Moreover, dom𝐷𝑋,∗ = dom Γ˜ = dom Γ˜1, while dom Γ˜0 = dom𝐷∗𝑋 = 𝑊
1,2
(
ℝ+⧵ 𝑋
)
⊗ℂ2.
(iii) The Weyl function is of the form ?˜?(⋅) =⨁∞𝑛=1 ?˜?𝑛(⋅), where
?˜?𝑛(𝑧) = −2
−1
⎛⎜⎜⎜⎜⎝
sin
(
𝑑𝑛𝑘(𝑧)
)
𝑐𝑘1(𝑧)
(
1 − cos
(
𝑑𝑛𝑘(𝑧)
)) −1
−1
𝑐𝑘1(𝑧) sin
(
𝑑𝑛𝑘(𝑧)
)
1 − cos
(
𝑑𝑛𝑘(𝑧)
)
⎞⎟⎟⎟⎟⎠
. (4.47)
This function is domain invariant and with 𝑧 ∈ ℂ± one has
dom?˜?(𝑧) = 𝑙2
(
ℕ; {𝑑−2𝑛 }
)
⊗ℂ2 ⊆ Γ˜0
(
dom𝐷𝑋,∗
)
= 𝑙2
(
ℕ;
{
𝑑−1𝑛
})
⊗ℂ2. (4.48)
Here the strict inclusion dom𝑀(𝑧) ⫋ Γ˜0
(
dom𝐷𝑋,∗
)
holds if and only if 𝑑∗ = 0.
(iv) The Weyl function ?˜?(⋅) is also form domain invariant with
dom 𝔱?˜?(𝑧) = 𝑙
2(ℕ;{𝑑−1𝑛 })⊗ℂ2 = Γ˜0(dom𝐷𝑋,∗), 𝑧 ∈ ℂ±. (4.49)
(v) Π˜ =
{, Γ˜0, Γ˜1} is an 𝐸𝑆-generalized boundary triple for𝐷∗𝑋 . Moreover, Π˜ is an 𝑆-generalized boundary triple for𝐷∗𝑋 if
and only if 𝑑∗ > 0 and in this case Π˜ is in fact and ordinary boundary triple for 𝐷∗𝑋 .
(vi) The tripleΠ⊤ =
{, Γ˜⊤0 , Γ˜⊤1} for 𝐷∗𝑋 is 𝐵-generalized. In particular, 𝐴1 = 𝐷∗𝑋 ↾ ker Γ˜1 is selfadjoint.
Proof.
(i) The proof is immediate from Lemma 4.7.
(ii) Due to 𝑑∗ < ∞ one has the following chain of continuous embeddings
𝑙2
(
ℕ;
{
𝑑−1𝑛
})
⊗ℂ2 ⊂ 𝑙2
(
ℕ
)
⊗ℂ2 ⊂ 𝑙2
(
ℕ;
{
𝑑𝑛
})
⊗ℂ2. (4.50)
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Since 𝑙2
(
ℕ
)
⊗ℂ2 is a part of 𝑙2
(
ℕ;
{
𝑑𝑛
})
⊗ℂ2, the surjectivity of Γ˜ =
(
Γ˜′′0 × Γ˜
′′
1
)
↾ dom𝐷𝑋,∗ is immediate from (i).
The inclusion in (4.46) as well as the relation dom Γ˜ = dom Γ˜1 is implied by the first inclusion in (4.50).
(iii) The Weyl function of Π˜ is the direct sum ?˜?(⋅) =⨁∞𝑛=1 ?˜?𝑛(⋅), where
?˜?𝑛(𝑧) ∶=
((
0 1
1 0
)
−𝑀𝑛(𝑧)
)−1
, 𝑧 ∈ 𝜌
(
𝑀𝑛
)
.
This immediately leads to formula (4.47) for ?˜?𝑛(𝑧). Using (4.40), and the Taylor series expansions for sin(𝑧) and
cos(𝑧) we easily derive
?˜?𝑛(𝑧) +
1
𝑑𝑛
((
𝑧 − 𝑐2∕2
)−1
0
0 𝑐2
(
𝑧 + 𝑐2∕2
)−1)→ 12
(
0 1
1 0
)
as 𝑑𝑛 → 0, 𝑧 ∈ ℂ±. (4.51)
This formula shows that ?˜?(𝑧), as well as Im ?˜?(𝑧), is bounded if and only if 𝑑∗ > 0, 𝑧 ∈ ℂ±. Moreover, it follows
from (4.51) that
{(
𝑎𝑛
𝑏𝑛
)}
𝑛∈ℕ
∈ dom?˜?(𝑧), 𝑧 ∈ ℂ±, precisely when
∞∑
𝑛=1
||𝑎𝑛||2 + ||𝑏𝑛||2
𝑑2𝑛
< ∞.
The inclusion (in fact the continuous embedding) in (4.48) follows from the estimate
∞∑
𝑛=1
||𝑎𝑛||2 + ||𝑏𝑛||2
𝑑𝑛
≤ 𝑑∗
∞∑
𝑛=1
||𝑎𝑛||2 + ||𝑏𝑛||2
𝑑2𝑛
.
The reverse inequality holds if and only if 𝑑∗ > 0. Indeed, writing down the reverse inequality and inserting here{
𝑎𝑛
}
=
{
𝛿𝑗𝑛
}
𝑛∈ℕ
and
{
𝑏𝑛
}
= {0}𝑛∈ℕ, one arrives at the inequalities 1 ≤ 𝑐𝑑𝑗, �� ∈ ℕ, so that 𝑑∗ ≥ 1∕𝑐 > 0.
(iv) By definition,
{
ℎ𝑛
}∞
𝑛=1 ∈ dom 𝔱?˜?(𝑧) if and only if
∞∑
𝑛=1
(
Im ?˜?𝑛(𝑧)ℎ𝑛, ℎ𝑛
)
< ∞;
{
ℎ𝑛
}∞
𝑛=1 =
{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2. (4.52)
As a function of 𝑑𝑛 the imaginary part Im ?˜?𝑛(𝑧) is bounded on the intervals [𝛿,∞), 𝛿 > 0, and hence it follows
from (4.51) that the convergence of the series in (4.52) is equivalent to
∞∑
𝑛=1
(
Im𝐾(𝑧)ℎ𝑛, ℎ𝑛
)
𝑑𝑛
< ∞;
{
ℎ𝑛
}∞
𝑛=1 =
{(
𝑎𝑛
𝑏𝑛
)}∞
𝑛=1
∈ 𝑙2(ℕ) ⊗ ℂ2,
where 𝐾(𝑧) denotes the diagonal matrix function in the left-hand side of (4.51). Clearly, Im𝐾(𝑧) is bounded with
bounded inverse for each 𝑧 ∈ ℂ± and this yields the stated description of dom 𝔱?˜?(𝑧).
(v) By Theorem 4.1(iv), the triple Π˜ being a direct sum of ordinary boundary triples, is an 𝐸𝑆-generalized boundary
triple. On the other hand, by (iii) the strict inclusion dom𝑀(𝑧) ⫋ Γ˜0
(
dom𝐷𝑋,∗
)
is equivalent to 𝑑∗ = 0. Therefore,
Theorem 1.3 applies and ensures that in the latter case Π˜ is not an 𝑆-generalized triple.
(vi) TheWeyl function corresponding to the transposed boundary tripleΠ⊤ is−?˜?(⋅)−1 =⨁∞1 (−?˜?𝑛(⋅)−1). In particular,
one gets from (4.51) (or from (4.39)) that
−?˜?𝑛(𝑧)
−1 = 𝑀𝑛(𝑧) −
(
0 1
1 0
)
∼ 𝑑𝑛
(
𝑧 − 𝑐2∕2 0
0 𝑐−2
(
𝑧 + 𝑐2∕2
)) as 𝑑𝑛 → 0.
This shows that −?˜?(⋅)−1 ∈ 𝑠[].
Thus Π⊤ is a 𝐵-generalized boundary triple; cf. [33, Chapter 5]. □
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Remark 4.20. Apart from statements (ii) and the formula for Γ˜0
(
dom𝐷𝑋,∗
)
in statement (iii) the results in Proposition 4.19
remain valid for 𝑑∗ = ∞. Indeed, statement (i) is still immediate from Proposition 4.7(i) which holds in this case, too. All
the other statements can easily be extracted from the fact that the limit value of the Weyl function ?˜?𝑛(𝑧) as well as its
inverse ?˜?𝑛(𝑧)−1 remain bounded when 𝑑𝑛 → ∞.
Let 𝛼 =
{
𝛼𝑛
}
𝑛∈ℕ be a sequence from ℝ. Gesztesy–Šeba realization of Dirac operator (see [37]) is defined by
𝐷𝑋,𝛼 =𝐷|dom𝐷𝑋,𝛼 , where
dom𝐷𝑋,𝛼 =
⎧⎪⎨⎪⎩
𝑓 ∈ 𝑊𝑐𝑜𝑚𝑝
(
ℝ+ ⧵ 𝑋
)
⊗ℂ2 ∶ 𝑓1 ∈ 𝐴𝐶𝑙𝑜𝑐
(
ℝ+
)
, 𝑓2 ∈ 𝐴𝐶𝑙𝑜𝑐
(
ℝ+ ⧵ 𝑋
)
𝑓2(𝑎+) = 0, 𝑓2
(
𝑥𝑛 +
)
− 𝑓2
(
𝑥𝑛 −
)
= −
𝑖𝛼𝑛
𝑐
𝑓1
(
𝑥𝑛
)
, 𝑛 ∈ ℕ
⎫⎪⎬⎪⎭. (4.53)
As was shown in [22, 37] the Gesztesy–Šeba realization 𝐷𝑋,𝛼 is always selfadjoint.
Proposition 4.21. Let 𝛼 =
{
𝛼𝑛
}
𝑛∈ℕ ⊂ ℝ, let 𝐷𝑋,𝛼 be the Gesztesy–Šeba realization of the Dirac operator given by (4.53), let
Π =
{, Γ0, Γ1} be the boundary triple defined by (4.41) and let
𝑀(𝜆) =
∞⨁
𝑛=1
𝑀𝑛(𝜆), 𝛾(𝜆) =
∞⨁
𝑛=1
𝛾𝑛(𝜆)
with𝑀𝑛(𝜆) and 𝛾𝑛(𝜆) given by (4.39) and [22, (3.11)], respectively. Then:
dom𝐷𝑋,𝛼 = ker
(
Γ1 − 𝐵𝛼Γ0
)
, where 𝐵𝛼 =
(
01×1 0
0
⨁∞
𝑛=1 𝐵𝑛
)
, 𝐵𝑛 =
(
01×1 1
1 𝛼𝑛
)
. (4.54)
Moreover,
𝜆 ∉ 𝜎𝑝
(
𝐷𝑋,𝛼
)
⟺0 ∉ 𝜎𝑝
(
𝐵𝛼 −𝑀(𝜆)
)
, (4.55)
and the following Kreı˘n-type formula holds(
𝐷𝑋,𝛼 − 𝜆
)−1
=
(
𝐷0 − 𝜆
)−1
+ 𝛾(𝜆)
(
𝐵𝛼 −𝑀(𝜆)
)−1
𝛾
(
?̄?
)∗
, 𝜆 ∈ 𝜌
(
𝐷𝑋,𝛼
)
∩ 𝜌
(
𝐷0
)
. (4.56)
Proof. The equality (4.54) is implied by (4.53) and (4.41). The formulas (4.55) and (4.56) follow from [26, Theorem 5.8]. □
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ENDNOTE
1This notation is much better suited for applications than the notation in [26, (1.14)], where 𝔱𝑀(𝜆) was used for the nonclosed form (1.4).
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